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Abstract

This paper presents an extension of disjunctive datalog (Datalog\(^{\lor \land}\)) by integrity constraints. In particular, besides classical integrity constraints (called strong constraints in this paper), the notion of weak constraints is introduced in the language. These are constraints that are satisfied if possible. The semantics of weak constraints tends to minimize the number of violated instances. As a consequence, weak constraints differ from strong constraints only if the latter are unsatisfiable. Weak constraints may be ordered according to their importance to express different priority levels. The formal definition of the semantics of weak constraints is given in a general way that allows to put them on top of any existing (model-theoretic) semantics for Datalog\(^{\lor \land}\) programs.

A number of examples shows that the proposed language (call it Datalog\(^{\lor \land,\land}\)) is well-suited to represent complex knowledge-based problems, such as, for instance, NP optimization problems.

A detailed complexity analysis of the language is also given.
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1 Introduction

Disjunctive Datalog programs (or Datalog\(^{\lor \land}\) programs) [9] are nowadays widely recognized as a valuable tool for knowledge representation and commonsense reasoning [1, 18, 14, 11]. An important merit of Datalog\(^{\lor \land}\) programs over normal (that is, disjunction-free) Datalog programs is their capability to model incomplete knowledge [1, 18].

The presence of disjunction in the rules’ heads makes disjunctive programming inherently non-monotonic, that is, new information can invalidate previous conclusions. Much research work has been done on the semantics of disjunctive programs and several alternative proposals have been formulated [3, 11, 19, 22, 23, 24, 25]. One which is widely accepted is the extension to the disjunctive case of the stable model semantics of Gelfond-Lifschitz. According to this semantics [11, 22], a disjunctive program may have
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several alternative models (possibly none), each corresponding to a possible view of the reality.

In [6] it is proved that (under stable model semantics) disjunctive programs capture the complexity class $\Sigma^P_2$ (that is, they allow us to express every property which is decidable in non-deterministic polynomial time with an oracle in NP). In [6], Eiter et al. show that the expressiveness of disjunctive Datalog has practical relevance, as concrete real world situations can be represented by disjunctive programs, while they cannot be expressed by (disjunction-free) Datalog programs.

In this paper, we propose an extension of Datalog$^{\forall\exists}$ by constraints. In particular, besides classical integrity constraints (that we call "strong" constraints), we introduce the notion of weak constraints, that is, constraints that should possibly be satisfied. Informal readings of a weak constraint, say, $\Leftarrow B$, where $\Leftarrow$ is the weak implication symbol and $B$ a conjunction of literals, are "try to falsify $B$" or "$B$ is preferably false", etc. Weak constraints differs from strong ones only if the latter are unsatisfiable. The addition of (both weak and strong) constraints to Datalog$^{\forall\exists}$ makes the language (call it Datalog$^{\forall\exists,c}$) well-suited to represent a wide class of problems (including, e.g., NP optimization problems) in a very natural and compact way.

The main contributions of the paper are the following:

- We add weak constraints to Datalog$^{\forall\exists}$ and show how they can be profitably used for knowledge representation and commonsense reasoning. The semantics of weak constraints is given in a general way that allows to define them on top of any existing model-theoretic semantics for Disjunctive Datalog.

- We analyze the complexity of Datalog$^{\forall\exists,c}$. The analysis pays particular attention to the impact of syntactical restrictions on Datalog$^{\forall\exists,c}$ programs in the form of limited use of weak constraints, strong constraints, disjunction, and negation. It appears that, while strong constraints do not affect the complexity of the language, weak constraints "mildly" increase the computational complexity. Indeed, we show that brave reasoning is $\Delta^P_2$-complete (resp., $\Delta^P_2$-complete) for Datalog$^{\forall\exists,c}$ (resp., Datalog$^{\forall\exists}$) programs. Interestingly, priorities among constraints affect the complexity, which decreases to $\Delta^P_2[O(\log n)]$ ($\Delta^P_2[O(\log n)]$ for Datalog$^{\forall\exists,c}$) if priorities are disallowed.

The complexity results may support in choosing an appropriate fragment of the query language, which fits the needs in practice (see Section 5).

Even if strong constraints (traditionally called integrity constraints) are well-known in the logic programming community (see, e.g., [5, 17, 7]), to our knowledge this is the first paper which formally defines weak constraints and proposes their use for knowledge representation and reasoning. Related works can be considered the interesting papers of Greco and Saccà [13, 12] which analyze other extensions of Datalog to express NP optimizations problems.

Observe that we could have presented weak constraints on plain Datalog with negation (Datalog$^\neg$), instead that on Disjunctive Datalog. The reason why we decided to define weak constraints on top on Datalog$^{\forall\exists}$ are the following: (a) Datalog$^{\forall\exists}$ subsumes Datalog with negation and, thus, giving the definition in the general case we have implicitly defined weak constraints also for Datalog$^\neg$; (b) Datalog$^{\forall\exists}$ provides a higher expressive power [6] and, more importantly, allow us to model several problems in a more elegant and natural way than Datalog$^\neg$ does (e.g., the Datalog$^{\forall\exists}$ programs reported in Section 5).
2 can be equivalently expressed in Datalog\(^{-}\); however, their representation in Datalog\(^{-}\) is less compact and less intuitive, as it requires the use of unstratified negation.

For space limitation the proofs of the complexity results are omitted. Detailed proofs of all results can be found in [4].

2 Motivating Examples

In this section we give some examples to show the suitability of Datalog\(^{\vee, \neg, c}\) in representing knowledge. As will be clear in Section 3, for each problem \(\Pi\) we describe below, the semantics of the associated Datalog\(^{\vee, \neg, c}\) program precisely captures the set of solutions to \(\Pi\). A number of further examples, where the language is used to model NP optimization problems, can be found in [4].

Constraints enhance disjunctive Datalog (Datalog\(^{\vee, \neg}\)) with the capability of naturally expressing complex knowledge-based problems. As an example, consider the problem of scheduling examinations for courses. That is, we want to assign course exams to time slots in such a way that no two exams are assigned with the same time slot if the respective courses have a student in common (we call such courses "incompatible"). Assuming that there are three time slots available, namely, \(s_1\), \(s_2\) and \(s_3\), we express the problem in Datalog\(^{\vee, \neg, c}\) with strong constraints as follows:

\[
\begin{align*}
   r_1 & : \text{assign}(X, s_1) \vee \text{assign}(X, s_2) \vee \text{assign}(X, s_3) \leftarrow \text{course}(X) \\
   s_1 & : \leftarrow \text{assign}(X, S), \text{assign}(Y, S), \text{incompatible}(X, Y)
\end{align*}
\]

Fig. 1

Here, rule \(r_1\) says that every course is assigned with either one of the three time slots; the strong constraint \(s_1\) (a rule with empty head) expresses that no two incompatible courses can be assigned with the same time slot.

In general, the presence of strong constraints modifies the semantics of a program by discarding all models which do not satisfy some of them. Clearly, it may happen that no model satisfies all constraints. For instance, in the problem above, there could be no way to assign courses to time slots without having some overlapping between incompatible courses. That is, the problem does not admit any solution. However, in real life, one is often satisfied with an approximate solution, that is, one in which constraints are satisfied as much as possible. In this light, the problem at hand can be restated as follows: assign courses to time slots trying to minimize the overlapping of incompatible courses. To solve this problem we resort to the notion of weak constraint, as shown below:

\[
\begin{align*}
   r_2 & : \text{assign}(X, s_1) \vee \text{assign}(X, s_2) \vee \text{assign}(X, s_3) \leftarrow \text{course}(X) \\
   w_2 & : \leftarrow \text{assign}(X, S), \text{assign}(Y, S), \text{incompatible}(X, Y)
\end{align*}
\]

Fig. 2

From a syntactical point of view, a weak constraint is like a strong constraint where \(\leftarrow\) is replaced by \(\leftarrow\). The semantics of weak constraints tends to minimize the occurrences of violated constraints. For instance, an informal reading of the above weak constraint is: "preferably, do not assign the courses \(X\) and \(Y\) to the same slot \(S\) if they are incompatible". Note that the programs of Figure 1 and Figure 2 have the same models if all incompatible courses can be assigned to different time slots (i.e., if the problem admits an "exact" solution). We call Datalog\(^{\vee, \neg, c}\) the language obtained from Datalog\(^{\vee, \neg}\) by adding
An interesting use of weak constraints is in modeling optimization problems. Consider, for an instance, the problem of finding in a graph $G = <V, E>$, where $V$ is the set of vertices and $E$ is the set of edges, a clique of maximum cardinality (recall that a clique of $G$ is a subset $V'$ of $V$ such that every two nodes in $V'$ are joined by an edge in $E$). Using Datalog$^\neg$, this problem can be expressed as follows:

$$
\begin{align*}
    r_3 & : \quad v'(X) \lor v'(X) \leftarrow node(X) \\
    s_3 & : \quad v'(X), v'(Y), \neg edge(X, Y) \\
    w_3 & : \quad \neg node(X), \neg v'(X)
\end{align*}
$$

Fig. 3

Intuitively, rule $r_3$ partitions the set of nodes into two subsets, $v'$ and its complement $\bar{v}'$. The strong constraint $s_3$ imposes that each pair of nodes in $v'$ (the clique) is joined by an edge. Finally, the weak constraint $w_3$ requires that a node $X$ is possibly an element of the clique $v'$.

As another example, consider the coloring of a planar graph $G = <V, E>$. We want to color the nodes of $G$ with the minimum number of colors in such a way that every pairs of joined (by edges) nodes have different colors:

$$
\begin{align*}
    r_4 & : \quad col(X, c1) \lor col(X, c2) \lor col(X, c3) \lor col(X, c4) \leftarrow node(X) \\
    s_4 & : \quad \neg col(X, C), col(Y, C), edge(X, Y) \\
    w_4 & : \quad \neg col(X, C1), col(Y, C2), \neg edge(X, Y), C1 \neq C2
\end{align*}
$$

Fig. 4

Rule $r_4$ above assigns one out of four colors to every node; the strong constraint $s_4$ disallows two joined nodes to have the same color; the weak constraint $w_4$ requires two unjoined nodes to have the same color, if possible.

As weak constraints express preferences, and preferences may have, in real life, different priorities, weak constraints in Datalog$^\neg$ can be assigned with different priorities too, according to their "importance". For example, consider the problem of organizing a given set of employees in two (disjoint) project groups. We wish each group to be possibly heterogeneous as far as skills are concerned. Further, it is preferable that no persons in the same group are married each other. And, finally, we would like that the components of a group already know each other. We consider the former requirement more important than the latter two.

$$
\begin{align*}
    r_5 : \quad assign(X, p1) \lor assign(X, p2) \leftarrow employee(X) \\
    w_5 : \quad assign(X, P), assign(Y, P), same\_skill(X, Y) \\
    w_6 : \quad assign(X, P), assign(Y, P), married(X, Y) \\
    w_7 : \quad assign(X, P), assign(Y, P), X \neq Y, \neg know(X, Y)
\end{align*}
$$

Fig. 5

where $w_5$ is "stronger than" both $w_6$ and $w_7$. The models of the above program are the assignments of employees to projects $p1, p2$ which minimize the number of violated instances of $w_5$ and, among these, those in which is minimum the number of violated instances of $w_6$ and $w_7$.

---

1 A graph is planar if it can be embedded in the plane by identifying each vertex with a unique point and each edge with a line connecting its endpoints, so that no two lines meet except at a common endpoint. Recall that planar graphs are 4-colorable [10].

2 Note that priorities are meaningless among strong constraints, as all of them must be satisfied.
3 The Datalog$^{V, \neg, c}$ Language

A term is either a constant or a variable\(^3\). An atom is \(a(t_1, \ldots, t_n)\), where \(a\) is a predicate of arity \(n\) and \(t_1, \ldots, t_n\) are terms. A literal is either a positive literal \(p\) or a negative literal \(\neg p\), where \(p\) is an atom.

A (disjunctive) rule \(r\) is a clause of the form

\[
a_1 \lor \cdots \lor a_n \leftarrow b_1, \ldots, b_k, \neg b_{k+1}, \ldots, \neg b_m, \quad n \geq 1, \ m \geq 0
\]

where \(a_1, \ldots, a_n, b_1, \ldots, b_m\) are atoms. The disjunction \(a_1 \lor \cdots \lor a_n\) is the head of \(r\), while the conjunction \(b_1, \ldots, b_k, \neg b_{k+1}, \ldots, \neg b_m\) is the body of \(r\). If \(n = 1\) (i.e., the head is \(\lor\)-free), then \(r\) is normal; if \(m = 0\) (the body is \(\neg\)-free), then \(r\) is positive. A Datalog\(^{V, \neg}\) program \(LP\) is a set of rules (also called disjunctive Datalog program); \(LP\) is normal (resp., positive) if all rules in \(LP\) are normal (resp. positive).

A strong constraint is a syntactic of the form \(\leftarrow L_1, \ldots, L_k\), where \(L_i, 1 \leq i \leq k\), is a literal (i.e., it is a rule with empty head).

A weak constraint is a syntactic of the form \(\leftarrow L_1, \ldots, L_k\), where \(L_i, 1 \leq i \leq k\), is a literal.

We define a Datalog\(^{V, \neg, c}\) program (often simply "program") \(P = \{LP, S, W\}\), where \(LP\) is a Datalog\(^{V, \neg}\) program, \(S\) a (possibly empty) set of strong constraints and \(W = \{W_1, \ldots, W_n\}\), is a (possibly empty) set of components, each consisting of a set of weak constraints, totally ordered by the binary relation \(<\).\(^4\) Informally, we say that if \(w \in W_i, w' \in W_j\) and \(W_j < W_i\) than \(w\) is "stronger than" or "more important than" \(w'\).

Let \(P = \{LP, S, W\}\) be a program. The Herbrand universe \(U_P\) of \(P\) is the set of all constants appearing in \(P\). The Herbrand base \(B_P\) of \(P\) is the set of all possible ground atoms constructible from the predicates appearing in \(P\) and the constants occurring in \(U_P\) (clearly, both \(U_P\) and \(B_P\) are finite). The instantiation of rules, and (strong and weak) constraints is defined in the obvious way over the constants in \(U_P\), and are denoted by ground\((LP)\), ground\((S)\) and ground\((W)\), respectively; we denote the instantiation of \(P\) by ground\((P) = \{\text{ground}(LP), \text{ground}(S), \text{ground}(W)\}\).

A (total) interpretation for \(P\) is a subset \(I\) of \(B_P\). A ground positive literal \(a\) is true (resp., false) w.r.t. \(I\) if \(a \in I\) (resp., \(a \notin I\)). A ground negative literal \(\neg a\) is true (resp., false) w.r.t. \(I\) if \(a \notin I\) (resp., \(a \in I\)).

Let \(r\) be a ground rule in ground\((LP)\). Rule \(r\) is satisfied (or true) w.r.t. \(I\) if its head is true w.r.t. \(I\) (i.e., some head atom is true) or its body is false (i.e., some body literal is false) w.r.t. \(I\). A ground (strong or weak) constraint \(c\) in (ground\((S)\) \(\cup\) ground\((W)\)) is satisfied w.r.t. \(I\) if (at least) one literal appearing in \(c\) is false w.r.t. \(I\).

We next define the semantics of Datalog\(^{V, \neg, c}\) in a general way which does not rely to a specific semantical proposal of Datalog\(^{V, \neg}\); but, rather, can be applied to every semantics of disjunctive Datalog.\(^5\) To this end, we define a candidate model for \(P = \{LP, S, W\}\) as an interpretation \(M\) for \(P\) which satisfies every rule \(r \in \text{ground}(LP)\). A ground semantics for \(P\) is a set of candidate models for \(P\). Clearly, every classical semantics (i.e., set of models) for \(LP\) provides a ground semantics for \(P\).

Now, to define the meaning of a program \(P = \{LP, S, W\}\) in the context of a given ground semantics, we need to take into account the presence of constraints. In particular,

\(^3\)Note that function symbols are not considered in this paper.

\(^4\)For notational simplicity we will assume that \(<\) follows the order in which the components are listed (e.g., the first component is the smallest).

\(^5\)Note that, even if we consider only total model semantics in this paper, the semantics of weak constraints simply extends to the case of partial model semantics.
since weak constraints may have different priorities, we associate with each component $W_i \in W$, $1 \leq i \leq n$, a positive weight $f(W_i)$ defined as follows: $f(W_1) = 1$, $f(W_i) = f(W_{i-1}) \cdot |\text{ground}(W_i)| + 1$, $1 < i \leq n$, where $|X|$ denotes the cardinality of set $X$. Given an interpretation $M$ for a program $P$, we denote by $H_M$ the sum $f(W_1) \cdot N_1 + \ldots + f(W_n) \cdot N_n$, where $N_i (1 \leq i \leq n)$ is the number of the ground instances of the weak constraints in the component $W_i$ not satisfied in $M$.

**Definition 3.1** Given a ground semantics $\Gamma$ for $P = \{LP, S, W\}$, a $\Gamma$-model of $P$ is a candidate model $M \in \Gamma$ such that: (1) every strong constraint $s \in \text{ground}(S)$ is satisfied w.r.t. $M$, and (2) $H_M$ is minimum, that is, there is no candidate model $N \in \Gamma$ verifying Point (1) such that $H_N < H_M$.

The above definition, minimizing $H_M$, selects the candidate models that, besides satisfying strong constraints, minimize the number of unsatisfied (instances of) weak constraints according to their importance - that is, those with the minimal number of violated constraints in $W_n$ are chosen, and, among these, those with the minimal number of violated constraints in $W_{n-1}$, and so on and so forth.

Using the notion of candidate model we have parameterized the semantics of Datalog$^{+,-,c}$ programs, that is, the actual semantics of a program $P$ relies on the semantics we choose for $LP$. Several proposals can be found in the literature for disjunctive logic programs [3, 11, 19, 22, 23, 24, 25]. One which is generally acknowledged is the extension of the stable model semantics to take into account disjunction [11, 22]. We next report a brief discussion on this semantics.

In [19], Minker proposed a model-theoretic semantics for positive (disjunctive) programs, whereby a positive program $LP$ is assigned with a set $MM(LP)$ of minimal models, each representing a possible meaning of $LP$ (recall that a model $M$ for $LP$ is minimal if no proper subset of $M$ is a model for $LP$). Observe that every positive program admits at least one minimal model.

**Example 3.2** For the positive program $LP = \{a \lor b \leftarrow\}$ the (total) interpretations $\{a\}$ and $\{b\}$ are its minimal models (i.e., $MM(LP) = \{\{a\}, \{b\}\}$).

The stable model semantics generalises the above approach to programs with negation. Given a program $LP$ and a total interpretation $I$, the Gelfond-Lifschitz transformation of $LP$ with respect to $I$, denoted by $LP^I$, is the positive program defined as follows:

$$LP^I = \{a_1 \lor \ldots \lor a_n \leftarrow b_1, \ldots, b_k \mid a_1 \lor \ldots \lor a_n \leftarrow b_1, \ldots, b_k, \neg b_{k+1}, \ldots, \neg b_m \in \text{ground}(LP) \text{ and } b_i \notin I, \ k < i \leq m\}$$

Now, let $I$ be an interpretation for a program $LP$. $I$ is a stable model for $LP$ if $I \in MM(LP^I)$ (i.e., $I$ is a minimal model of the positive program $LP^I$). We denote the set of all stable models for $LP$ by $STM(LP)$.

**Example 3.3** Let $LP = \{a \lor b \leftarrow c, \ b \leftarrow \neg a, \neg c, \ a \lor c \leftarrow \neg b\}$. Consider $I = \{b\}$. Then, $LP^I = \{a \lor b \leftarrow c, \ b \leftarrow\}$. It is easy to verify that $I$ is a minimal model for $LP^I$; thus, $I$ is a stable model for $LP$.

Clearly, if $LP$ is positive then $LP^I$ coincides with $\text{ground}(LP)$. It turns out that, for a positive program, minimal and stable models coincide. A normal positive programs
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LP has exactly one stable model which coincides with the least model of LP (i.e., it is the unique minimal model of LP). When negation is allowed, however, even a normal program can admit several stable models.

We conclude this section observing that definition 3.1 provides the stable model semantics of a Datalog\(^{\vee-\wedge-c}\) program \(P = \{LP, S, W\}\) if the chosen ground semantics is \(STM(LP)\), the set of the stable models of LP.

**Definition 3.4** A \(\Gamma\)-model for a program \(P = \{LP, S, W\}\) is a stable model for \(P\) if \(\Gamma = STM(LP)\).

**Example 3.5** Consider the program \(P_1 = \{LP_1, S_1, W_1\}\) of Fig. 1, where \(LP_1 = \{r_1\}, S_1 = \{s_1\}\) and \(W_1 = \emptyset\). According to the stable model semantics, \(LP_1\) has as many stable models as the possibilities of assigning \(n\) courses to 3 time slots (namely, 3\(^n\)). The stable models of \(P_1\) are the stable models of \(LP_1\) satisfying the strong constraint \(s_1\), that is, those for which no two incompatible courses are assigned with the same time slot.

The program \(P_2 = \{LP_2, S_2, W_2\}\) of Fig. 2, where \(LP_2 = \{r_2\}, S_2 = \emptyset\) and \(W_2 = \{\{w_2\}\}\), is obtained from \(LP_1\) simply by replacing \(s_1\) by \(w_2\) (note that \(LP_2 = LP_1\)). The stable models of \(P_2\) are the stable models of \(LP_2\) which minimize the number of violated instances of \(w_2\), that is, the number of incompatible courses assigned to the same time slots. Thus, \(P_2\) provides a different solution from \(P_1\) only if the latter does not admit any stable model, i.e., the problem has no "exact" solution (there is no way to assign different time slots to all incompatible courses). Otherwise, the two programs have exactly the same stable models.

Consider now program \(P_3 = \{LP_3, S_3, W_3\}\) of Fig. 3, where \(LP_3 = \{r_3\}, S_3 = \emptyset\) and \(W_3 = \{\{w_3\}\}\). Each stable model of \(LP_3\) is a possible 2-partitioning of the set of nodes of the given graph. The stable models of \(P_3\) are those of \(LP_3\) which (1) satisfy the strong constraint \(s_3\) (i.e., no two nodes in the clique \(v'\) are not joined) and (2) minimize the number of nodes that are not in \(v'\) (thus, maximizing the cardinality of \(v'\)).

Finally, consider program \(P_5 = \{LP_5, S_5, W_5\}\) of Fig. 5, where \(LP_5 = \{r_5\}, S_5 = \emptyset\) and \(W_5 = \{\{w_6, w_7\}, \{w_5\}\}\) (read "\(w_5\) is stronger than both \(w_6\) and \(w_7\)"). Each stable model of \(LP_5\) is a possible assignment of employees to projects. The stable models of \(P_5\) are the stable models of \(LP_5\) that, first of all, minimize the number of violated instance of \(w_5\) and, in second order, minimize the overall number of violated instances of \(w_6\) and \(w_7\). \(\square\)

### 4 The Complexity of Constraints: Propositional Case

In this section we analyze the complexity of brave reasoning (i.e., deciding whether a literal is true in some stable model) over disjunctive Datalog programs with constraints. Since the complexity is not independent from the underlying ground semantics, we consider in this section the stable model semantics [11, 22], which is a widely acknowledged semantics for normal and disjunctive Datalog programs.

#### 4.1 The Polynomial Hierarchy

For NP-completeness and complexity theory, cf. [20]. The classes \(\Sigma_k^P, \Pi_k^P\) and \(\Delta_k^P\) of the Polynomial Hierarchy \((PH)\) (cf. [26]) are defined as follows:

\[
\Delta_0^P = \Sigma_0^P = \Pi_0^P = \text{P} \quad \text{and for all } k \geq 1, \quad \Delta_k^P = \text{P}^{\Sigma_{k-1}^P}, \quad \Sigma_k^P = \text{NP}^{\Pi_{k-1}^P}, \quad \Pi_k^P = \text{co-Sigma}_k^P.
\]
Table 1: The Complexity of Brave Reasoning in various Extensions of Datalog with Constraints (under Stable Model Semantics)

<table>
<thead>
<tr>
<th>{}</th>
<th>{s}</th>
<th>{w}</th>
<th>{s, w}</th>
<th>{w^&lt;}</th>
<th>{s, w^&lt;}</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>P</td>
<td>NP</td>
<td>Δ²ₚ[O(log n)]</td>
<td>Δ₁ₚ[O(log n)]</td>
<td>Δ²ₚ</td>
<td>Δ₂ₚ</td>
</tr>
<tr>
<td>(¬)</td>
<td>NP</td>
<td>Δ²ₚ[O(log n)]</td>
<td>Δ₁ₚ[O(log n)]</td>
<td>Δ²ₚ</td>
<td>Δ₂ₚ</td>
</tr>
<tr>
<td>(∃b)</td>
<td>NP</td>
<td>Δ²ₚ[O(log n)]</td>
<td>Δ₁ₚ[O(log n)]</td>
<td>Δ²ₚ</td>
<td>Δ₂ₚ</td>
</tr>
<tr>
<td>(∀b, ¬)</td>
<td>NP</td>
<td>Δ²ₚ[O(log n)]</td>
<td>Δ₁ₚ[O(log n)]</td>
<td>Δ²ₚ</td>
<td>Δ₂ₚ</td>
</tr>
<tr>
<td>(∀b)</td>
<td>NP</td>
<td>Δ²ₚ[O(log n)]</td>
<td>Δ₁ₚ[O(log n)]</td>
<td>Δ²ₚ</td>
<td>Δ₂ₚ</td>
</tr>
<tr>
<td>(∃b)</td>
<td>Σ₂ₚ</td>
<td>Δ₃[O(log n)]</td>
<td>Δ₃[O(log n)]</td>
<td>Δ₃</td>
<td>Δ₃</td>
</tr>
<tr>
<td>(v)</td>
<td>Σ₂ₚ</td>
<td>Δ₃[O(log n)]</td>
<td>Δ₃[O(log n)]</td>
<td>Δ₃</td>
<td>Δ₃</td>
</tr>
<tr>
<td>(v, ¬)</td>
<td>Σ₂ₚ</td>
<td>Δ₃[O(log n)]</td>
<td>Δ₃[O(log n)]</td>
<td>Δ₃</td>
<td>Δ₃</td>
</tr>
</tbody>
</table>

In particular, NP = Σ₁, co-NP = Π₁, and Δ₂ = P<NP. Here PC and NPC denote the classes of problems that are solvable in polynomial time on a deterministic (resp. nondeterministic) Turing machine with an oracle for any problem π in the class C.

The classes Δₖ, k ≥ 2, have been refined by the class Δₖ[O(log n)], in which the number of calls to the oracle is in each computation bounded by O(log n), where n is the size of the input.

The above complexity classes have complete problems under polynomial-time transformations involving quantified Boolean formulas (QBFs). A QBF is an expression of the form

Q₁X₁Q₂X₂...QₖXₖ E,  k ≥ 1,  (1)

where E is a Boolean expression whose atoms are from pairwise disjoint nonempty sets of variables X₁,...,Xₖ, and the Qᵢ's are alternating quantifiers from {∃, ∀}, for all i = 1,...,k. If Q₁ = ∃ the we say the QBF is k-existential, otherwise it is k-universal.

Validity of QBFs is defined in the obvious way by recursion to variable-free Boolean expressions. We denote by QBFk,∃ (resp., QBFk,∀) the set of all valid k-existential (resp., k-universal) QBFs (1).

Given a k-existential QBF Φ (resp. a k-universal QBF Ψ), deciding whether Φ ∈ QBFk,∃ (resp. Ψ ∈ QBFk,∀) is a classical Σₕ[k]-complete (resp. Πₕ[k]-complete) problem.

Δₖ has also complete problems for all k ≥ 2; for example, given a formula E on variables X₁,...,Xₙ,Y₁,...,Yₙ, r ≥ 0, and a quantifier pattern Q₁Y₁,...,QₙYₙ, deciding whether the with respect to (X₁,...,Xₙ) lexicographically minimum truth assignment φ to X₁,...,Xₙ such that Q₁Y₁...QₙYₙEφ ∈ QBFk-2,∀ (where such a φ is known to exist)

---
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fulfills $\phi(X_n) = \text{true}$ (cf. [30]). \footnote{$\text{QBF}_{0,3} = \text{QBF}_{0,3}$ is the set of all variable-free true formulas.} $\Delta^p_{k+1}[O(\log n)]$ has complete problems for all $k \geq 1$; for example, given QBFs $\Phi_1, \ldots, \Phi_m$, such that $\Phi_i \notin \text{QBF}_{k,3}$ implies $\Phi_{i+1} \notin \text{QBF}_{k,3}$, for $1 \leq i < m$, decide whether $\max\{i : 1 \leq i \leq m, \Phi_i \in \text{QBF}_{k,3}\}$ is odd ([30, 8]).

The problems remain as hard under the following restrictions: (a) $E$ in (1) is in conjunctive normal form and each clause contains three literals (3CNF) if $Q_k = \exists$, and (b) $E$ is in disjunctive normal form and each monom contains three literals (3DNF) if $Q_k = \forall$ [27].

4.2 Complexity Results

We analyze the complexity of the propositional case; therefore, throughout this section we assume that the programs and query literals are ground (i.e., variable-free). The complexity results, however, can be easily extended to data complexity [29]. For space limitation the proofs of the complexity results are omitted. Detailed proofs of all results can be found in [4]. The list of all complexity results is reported in Table 1 and discussed in Section 5.

Given a program $\mathcal{P} = \{LP, S, W\}$, we denote by $\text{maxH}(\mathcal{P})$ the sum of the weights $w(c)$ of all weak constraints $c$ occurring in $W$ (note that $\text{maxH}(\mathcal{P})$ is polynomial time computable).

**Theorem 4.1** Given a Datalog$^{\forall,\neg,c}$ program $\mathcal{P} = \{LP, S, W\}$, and a literal $q$ as input, deciding whether $q$ is true in some stable model of $\mathcal{P}$ is in $\Delta^p_3$.

**Theorem 4.2** Given a Datalog$^{\forall,\neg,c}$ program $\mathcal{P} = \{LP, S, W\}$, and a literal $q$ as input, deciding whether $q$ is true in some stable model of $\mathcal{P}$ is $\Delta^p_3$-complete. Hardness holds even if $LP$ is a positive disjunctive Datalog program and $S = \emptyset$.

**Theorem 4.3** Given a Datalog$^{\forall,\neg,c}$ program $\mathcal{P} = \{LP, S, W\}$, where $W$ consists of one only component, and a literal $q$ as input, deciding whether $q$ is true in some stable model of $\mathcal{P}$ is $\Delta^p_3[O(\log n)]$-complete. Hardness holds even if $LP$ is positive and $S = \emptyset$.

5 Conclusion

We have presented Datalog$^{\forall,\neg,c}$, a language which extends Datalog$^{\forall,\neg}$ by strong and weak constraints. While strong constraints are imperative, weak constraints allow to express desiderata. We have shown the suitability of the language to naturally express complex knowledge-based problems by a number of examples. A definition of semantics and a detailed complex analysis of Datalog$^{\forall,\neg,c}$ programs has been provided.

The results on the complexity of brave reasoning with stable model semantics over propositional Datalog$^{\forall,\neg,c}$ programs are compactly represented in Table 1. \footnote{Note that some results can be obtained by using known translations of a language into another, we report all results in the table to give a complete picture of the complexity of the fragments of Datalog$^{\forall,\neg,c}$.} There, each entry of a complexity class $C$ symbolizes $C$-completeness. Each column in Table 1 refers to a specific form of constraint: $\{\}$ = no constraints, $s$ = strong constraints, $w^S$ = weak constraints with priorities, $w$ = weak constraints without priorities (i.e., $W$ has only one component). The lines of Table 1 specify the allowance of disjunction and negation, in
particular, \(-^s\) stands for stratified negation \([21]\) and \(\vee^h\) stands for head cycle free (hcfc) disjunction \([2]\).

It appears that, while strong constraints do not affect the complexity of the language, weak constraints "mildly" increase the computational complexity. Indeed, brave reasoning is \(\Delta^p_2\)-complete for full Datalog\(^{\vc\vc}\) programs (while it is \(\Sigma^p_2\)-complete in absence of weak constraints). Interestingly, priorities among constraints affect the complexity, which decreases to \(\Delta^p_2[O(\log n)]\) if priorities are disallowed. As expected, disallowing negation does not change the complexity of the language. On the contrary, the complexity of the \(\vee\)-free fragment of Datalog\(^{\vc\vc}\) lies one level down in the polynomial hierarchy, as brave reasoning is \(\Delta^p_2\)-complete (resp., \(\Delta^p_2[O(\log n)]\)) for \(\{w^<, s\}\) (resp., \(\{w, s\}\)) on \(\vee\)-free programs. Finally observe that if we limit disjunction to the head cycle free case, then we obtain exactly the same complexities than for disjunction free programs with negation, as the former programs can be translated in the latter ones. In our opinion the fragment of Datalog\(^{\vc\vc}\) with hcfc disjunction and stratified negation (\(\{\vee^h, -^s\}\)) is very interesting: it has a very clear and easy to understand semantics (while the semantics of unstratified or non-hcfc programs is intriguing), and, at the same time, allow us to express several hard problems (up to \(\Delta^p_2\)-complete problems) in a natural and compact fashion (note that all sample programs reported in the paper fall in this fragment).

Ongoing work follows two main research lines. On the one hand, we are studying possible linguistic extensions and refinements of Datalog\(^{\vc\vc}\) (concerning constraints in particular). On the other hand, we are developing the implementation of a deductive system supporting Datalog\(^{\vc\vc}\). The latter implementation work is carried out at the Technical University of Vienna within FWF Project P11580-MAT: "A Query System for Disjunctive Deductive Databases,"
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\(^9\)Recall that stratification forbids negation through recursion, and head cycle freeness forbids recursion in disjunction.


