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#### Abstract

It is important that practical data flow analysers are backed by reliably proven theoretical results. Sharing is an abstract domain that is a standard choice for sharing analysis for both practical work and further theoretical study. In spite of this, we found that there are no satisfactory proofs for the key properties of commutativity and idempotence that are essential for Sharing to be well-defined and that published statements of the safeness property assumed the occur-check. This paper provides a generalisation of the abstraction function for Sharing that can be applied to any language, with or without the occur-check. The results for safeness, idempotence and commutativity for abstract unification using this abstraction function are given.


## 1 Introduction

Today, talking about sharing analysis for logic programs is almost the same as talking about the set-sharing domain Sharing of Jacobs and Langen [6, 7]. Key properties such as commutativity and soundness of this domain and its associated abstract operations are normally assumed to hold. The main reason for this is that [7] not only includes a proof of the soundness but also refers the reader to the thesis of Langen [11] for proofs of commutativity and idempotence.

In abstract interpretation, the concrete semantics of a program is approximated by an abstract semantics. In particular, the concrete domain is replaced by an abstract domain and each elementary operation on the concrete domain is replaced by a corresponding abstract operation on the abstract domain. Thus, assuming the global abstract procedure mimics the concrete execution procedure, each operation on elements in the abstract domain must produce an approximation of the corresponding operation on corresponding elements in the concrete domain. The key operation in a logic programming derivation is unification (unify) and the corresponding operation for an abstract domain is aunify.

An important step in standard unification algorithms is the occur-check which avoids the generation of infinite data structures. However, in computational terms, it is expensive and it is well known that Prolog implementations by default omit this check. Although standard unification algorithms that include the occur-check produce a substitution that is idempotent, the resulting substitution when the occur-check is omitted,

[^0]may not be idempotent. In spite of this, most theoretical work on data-flow analysis of logic programming assume the result of unify is always idempotent. In particular both [7] and [11] assume in their proofs of soundness that the concrete substitutions are idempotent. Thus their results do not apply to the analysis of all Prolog programs.

If two terms in the concrete domain are unifiable, then unify computes the most general unifier ( $m g u$ ). Up to renaming of variables, an mgu is unique. Moreover a substitution is defined as a set of bindings or equations between variables and other terms. Thus, for the concrete domain, the order and multiplicity of elements are irrelevant in both the computation and semantics of unify. It is therefore useful that the abstraction of the unification procedure should be unaffected by the order and multiplicity in which it abstracts the bindings that are present in the substitution. Furthermore, from a practical perspective, it is useful if the global abstract procedure can proceed in a different order to the concrete one without affecting the accuracy of the analysis results. Hence, it is extremely desirable that aunify is also commutative and idempotent. However, as discussed later in this paper, only a weak form of idempotence has ever been proved while the only previous proof of commutativity [11] is seriously flawed.

As sharing is normally combined with linearity and freeness domains which are not idempotent or commutative, $[2,10]$ it may be asked why these properties are important for sharing. In answer to this, we observe that the order and multiplicity in which the bindings in a substitution are analysed affects the accuracy of the linearity and freeness domains. It is therefore a real advantage to be able to ignore these aspects as far as the sharing domain is concerned.

This paper provides a generalisation of the abstraction function for Sharing that can be applied to any language, with or without the occur-check. The results for safeness, idempotence and commutativity for abstract unification using this abstraction function are given. Detailed proofs of the results stated in this paper are available in [8].

In the next section, the notation and definitions needed for equality and substitutions in the concrete domain are given. In Section 3, we introduce a new concept called variableidempotence which generalises idempotence to allow for rational trees. In Section 4, we recall the definition of Sharing and define its abstraction function, generalised to allow for non-idempotent substitutions. We conclude in Section 5.

## 2 Equations and Substitutions

### 2.1 Notation

For a set $S, \# S$ is the cardinality of $S, \wp(S)$ is the powerset of $S$, whereas $\wp_{\mathrm{f}}(S)$ is the set of all the finite subsets of $S$. The symbol Vars denotes a denumerable set of variables, whereas $\mathcal{T}_{\text {Vars }}$ denotes the set of first-order terms over Vars for some given set of function symbols. The set of variables occurring in a syntactic object $o$ is denoted by vars (o).

### 2.2 Substitutions

If $x \in$ Vars, $s \in \mathcal{T}_{\text {Vars }}$, then $x \mapsto s$ is called a binding. A substitution is a total function $\sigma:$ Vars $\rightarrow \mathcal{T}_{\text {Vars }}$ that is the identity almost everywhere; in other words, the domain of $\sigma$,

$$
\operatorname{dom}(\sigma) \stackrel{\text { def }}{=}\{x \in \text { Vars } \mid \sigma(x) \neq x\}
$$

is finite. If $t \in \mathcal{T}_{\text {Vars }}$, we write $t \sigma$ to denote $\sigma(t)$.

Substitutions are denoted by the set of their bindings, thus $\sigma$ is identified with the set $\{x \mapsto \sigma(x) \mid x \in \operatorname{dom}(\sigma)\}$. The composition of substitutions is defined in the usual way. Thus $\tau \circ \sigma$ is the substitution such that, for all terms $t,(\tau \circ \sigma)(t)=\tau(\sigma(t))$. A substitution $\sigma$ is idempotent if, for all $t \in \mathcal{T}_{\text {Vars }}$, $t \sigma \sigma=t \sigma$. A substitution is circular if it has the form $\left\{x_{1} \mapsto x_{2}, \ldots, x_{n-1} \mapsto x_{n}, x_{n} \mapsto x_{1}\right\}$. A substitution is in rational solved form if it has no circular subset. The set of all substitutions in rational solved form is denoted by Subst.

### 2.3 Equations

An equation is of the form $s=t$ where $s, t \in \mathcal{T}_{\text {Vars }}$. Eqs denotes the set of all equations.
We are concerned in this paper to keep the results on sharing as general as possible. In particular, we do not want to restrict ourselves to a specific equality theory. Thus we allow for any equality theory $T$ over $\mathcal{T}_{\text {Vars }}$ that includes the basic axioms denoted by the following schemata.

$$
\begin{align*}
& s=s  \tag{1}\\
& s=t \Longleftrightarrow t=s  \tag{2}\\
& r=s \wedge s=t \Longleftrightarrow r=t  \tag{3}\\
& f\left(s_{1}, \ldots, s_{n}\right)=f\left(t_{1}, \ldots, t_{n}\right) \Longleftrightarrow s_{1}=t_{1}, \ldots, s_{n}=t_{n}  \tag{4}\\
& \neg f\left(s_{1}, \ldots, s_{n}\right)=g\left(t_{1}, \ldots, t_{m}\right) \tag{5}
\end{align*}
$$

Of course, $T$ can include other axioms. For example, it is usual in logic programming and most implementations of Prolog to assume an equality theory based on syntactic identity and characterised by the axiom schemata given by Clark [3]. However, an alternative approach used in some implementations of Prolog, does not require these occur-check axioms. This is based on the theory of rational trees [4, 5]. These state that each equation in rational solved form uniquely defines a set of trees. The basic axioms defined by schemata $1,2,3,4$, and 5 , which are all that are required for the results in this paper, are included in both these theories.

A substitution $\sigma$ may be regarded as a set of equations $\{x=t \mid x \mapsto t \in \sigma\}$. A set of equations $e \in \wp_{\mathrm{f}}(\mathrm{Eqs})$ is unifiable if there is $\sigma \in$ Subst such that $T \vdash(\sigma \Longrightarrow e) . \sigma$ is called a unifier for $e . \sigma$ is said to be a relevant unifier of $e$ if $\operatorname{vars}(\sigma) \subseteq \operatorname{vars}(e)$. That is, $\sigma$ does not introduce any new variables. $\sigma$ is a most general unifier for $e$ if, for every unifier $\sigma^{\prime}$ of $e, T \vdash\left(\sigma^{\prime} \Longrightarrow \sigma\right)$. An mgu, if it exists, is unique up to the renaming of variables. In this paper, mgu $(e)$ always denotes a relevant unifier of $e$.

## 3 Variable-Idempotence

It is usual in papers on sharing analysis to assume that all the substitutions are idempotent. Note that a substitution $\sigma$ is idempotent if, for all $t \in \mathcal{T}_{\text {Vars }}, t \sigma \sigma=t \sigma$. However, the sharing domain is just concerned with the variables. So, to allow for substitutions representing rational trees, we generalise idempotence to variable-idempotence.

Definition $1 A$ substitution $\sigma$ is variable-idempotent if

$$
\forall t \in \mathcal{T}_{\text {Vars }}: \operatorname{vars}(t \sigma \sigma)=\operatorname{vars}(t \sigma)
$$

The set of all variable-idempotent substitutions is denoted by VSubst.

It is convenient to use the following alternative characterisation of variable-idempotence: A substitution $\sigma$ is variable-idempotent if and only if,

$$
\forall(x \mapsto t) \in \sigma: \operatorname{vars}(t \sigma)=\operatorname{vars}(t)
$$

Thus any substitution consisting of a single binding is variable-idempotent. Clearly all idempotent substitutions are also variable-idempotent.

We define the transformation $\stackrel{\mathcal{S}}{\longrightarrow} \subseteq$ Subst $\times$ Subst, called $\mathcal{S}$-transformation, as follows:

$$
\frac{(x \mapsto t) \in \sigma \quad(y \mapsto s) \in \sigma \quad x \neq y}{\sigma \stackrel{\mathcal{S}}{\longmapsto} \sigma \backslash(\{y \mapsto s\} \cup\{y \mapsto s[x / t]\})}
$$

Any substitution $\sigma$ can be transformed to a variable-idempotent substitution $\sigma^{\prime}$ for $\sigma$ by a finite sequence of $\mathcal{S}$-transformations. Furthermore, if the substitutions $\sigma$ and $\sigma^{\prime}$ are regarded as equations, then they are equivalent with respect to any equality theory that includes the basic equality axioms. These two statements are direct consequences of Lemmas 2 and 3, respectively.

Lemma 2 Let $T$ be an equality theory that satisfies the basic equality axioms and $\sigma$ and $\sigma^{\prime}$ be substitutions. Suppose that $(x \mapsto t),(y \mapsto s) \in \sigma$ where $x \neq y$ and suppose also $\sigma^{\prime}=\sigma \backslash(\{y \mapsto s\} \cup\{y \mapsto s[x / t]\})$. Then (regarding $\sigma$ and $\sigma^{\prime}$ as sets of equations) $T \vdash\left(\sigma \Longleftrightarrow \sigma^{\prime}\right)$.

PROOF. We first show by induction on the depth of the term $s$ that

$$
x=t \Longrightarrow s=s[x / t]
$$

Suppose $s$ has depth 1 . If $s$ is $x$, then $s[x / t]=t$ and the result is trivial. If $s$ is a variable distinct from $x$ or a constant, then $s[x / t]=s$ and the result follows from equality Axiom 1 . Suppose now that $s=f\left(s_{1}, \ldots, s_{n}\right)$ and the result holds for all terms of depth less than that of $s$. Then, by the inductive hypothesis, for each $i=1, \ldots, n$,

$$
x=t \Longrightarrow s_{i}=s_{i}[x / t]
$$

Hence, by Axiom 4,

$$
x=t \Longrightarrow f\left(s_{1}, \ldots, s_{n}\right)=f\left(s_{1}[x / t], \ldots, s_{n}[x / t]\right)
$$

and hence

$$
x=t \Longrightarrow f\left(s_{1}, \ldots, s_{n}\right)=f\left(s_{1}, \ldots, s_{n}\right)[x / t]
$$

Thus, combining this result with Axiom 3, we have

$$
\begin{aligned}
\{x=t, y=s\} & \Longrightarrow\{x=t, y=s, s=s[x / t]\} \\
& \Longrightarrow\{x=t, y=s[x / t]\}
\end{aligned}
$$

Similarly, combining this result with Axioms 2 and 3,

$$
\begin{aligned}
\{x=t, y=s[x / t]\} & \Longrightarrow\{x=t, y=s[x / t], s=s[x / t]\} \\
& \Longrightarrow\{x=t, y=s\} .
\end{aligned}
$$

Lemma 3 Suppose that, for each $j=0, \ldots, n$ :

$$
\sigma_{j}=\left\{x_{1} \mapsto t_{1, j}, \ldots, x_{n} \mapsto t_{n, j}\right\}
$$

where $t_{j, j}=t_{j, j-1}$ and if $j>0$, for each $i=1, \ldots, n$, where $i \neq j, t_{i, j}=t_{i, j-1}\left[x_{j} / t_{j, j-1}\right]$. Then, for each $j=0, \ldots, n$,

$$
\nu_{j}=\left\{x_{1} \mapsto t_{1, j}, \ldots, x_{j} \mapsto t_{j, j}\right\}
$$

is variable-idempotent and, if $j>0, \sigma_{j}$ can be obtained from $\sigma_{j-1}$ by a sequence of $\mathcal{S}$-transformations.

PROOF. The proof is by induction on $j$. Since $\nu_{0}$ is empty, the base case when $j=0$ is trivial. Suppose, therefore that $1 \leq j \leq n$ and the hypothesis holds for $\nu_{j-1}$ and $\sigma_{j-1}$. By the definition of $\nu_{j}$, we have $\nu_{j}=\left\{x_{j} \mapsto t_{j, j-1}\right\} \circ \nu_{j-1}$. Consider an arbitrary $i, 1 \leq i \leq j$. We will show that $\operatorname{vars}\left(t_{i, j} \nu_{j}\right)=\operatorname{vars}\left(t_{i, j}\right)$.

Suppose first that $i=j$. Then since $t_{j, j}=t_{j, j-1}, t_{j, j-1}=t_{j, 0} \nu_{j-1}$ and, by the inductive hypothesis, $\operatorname{vars}\left(t_{j, 0} \nu_{j-1} \nu_{j-1}\right)=\operatorname{vars}\left(t_{j, 0} \nu_{j-1}\right)$, we have

$$
\begin{aligned}
\operatorname{vars}\left(t_{j, j} \nu_{j}\right) & =\operatorname{vars}\left(t_{j, 0} \nu_{j-1} \nu_{j-1}\left\{x_{j} \mapsto t_{j, j}\right\}\right) \\
& =\operatorname{vars}\left(t_{j, 0} \nu_{j-1}\left\{x_{j} \mapsto t_{j, j}\right\}\right) \\
& =\operatorname{vars}\left(t_{j, j}\left\{x_{j} \mapsto t_{j, j}\right\}\right) \\
& =\operatorname{vars}\left(t_{j, j}\right)
\end{aligned}
$$

Suppose now that $i \neq j$. Then,

$$
\operatorname{vars}\left(t_{i, j}\right)=\operatorname{vars}\left(t_{i, j-1}\left\{x_{j} \mapsto t_{j, j-1}\right\}\right)
$$

and, by the inductive hypothesis, $\operatorname{vars}\left(t_{i, j-1} \nu_{j-1}\right)=\operatorname{vars}\left(t_{i, j-1}\right)$.
If $x_{j} \notin \operatorname{vars}\left(t_{i, j-1}\right)$, then

$$
\begin{aligned}
\operatorname{vars}\left(t_{i, j} \nu_{j-1}\right) & =\operatorname{vars}\left(t_{i, j-1}\left\{x_{j} \mapsto t_{j, j-1}\right\} \nu_{j-1}\right) \\
& =\operatorname{vars}\left(t_{i, j-1} \nu_{j-1}\right) \\
& =\operatorname{vars}\left(t_{i, j}\right)
\end{aligned}
$$

On the other hand, if $x_{j} \in \operatorname{vars}\left(t_{i, j-1}\right)$, then

$$
\begin{aligned}
\operatorname{vars}\left(t_{i, j} \nu_{j-1}\right) & =\operatorname{vars}\left(t_{i, j-1}\left\{x_{j} \mapsto t_{j, j-1}\right\} \nu_{j-1}\right) \\
& =\operatorname{vars}\left(t_{i, j-1} \nu_{j-1}\right) \backslash\left\{x_{j}\right\} \cup \operatorname{vars}\left(t_{j, j-1} \nu_{j-1}\right) \\
& =\operatorname{vars}\left(t_{i, j-1}\right) \backslash\left\{x_{j}\right\} \cup \operatorname{vars}\left(t_{j, j-1}\right) \\
& =\operatorname{vars}\left(t_{i, j-1}\left\{x_{j} \mapsto t_{j, j-1}\right\}\right) \\
& =\operatorname{vars}\left(t_{i, j}\right) .
\end{aligned}
$$

Thus, in both cases,

$$
\begin{aligned}
\operatorname{vars}\left(t_{i, j} \nu_{j}\right) & =\operatorname{vars}\left(t_{i, j} \nu_{j-1}\left\{x_{j} \mapsto t_{j, j-1}\right\}\right) \\
& =\operatorname{vars}\left(t_{i, j}\left\{x_{j} \mapsto t_{j, j-1}\right\}\right) \\
& =\operatorname{vars}\left(t_{i, j-1}\left\{x_{j} \mapsto t_{j, j-1}\right\}\left\{x_{j} \mapsto t_{j, j-1}\right\}\right) .
\end{aligned}
$$

However, a substitution consisting of a single binding is variable-idempotent. Thus

$$
\begin{aligned}
\operatorname{vars}\left(t_{i, j} \nu_{j}\right) & =\operatorname{vars}\left(t_{i, j-1}\left\{x_{j} \mapsto t_{j, j-1}\right\}\right) \\
& =\operatorname{vars}\left(t_{i, j}\right) .
\end{aligned}
$$

Therefore, for each $i=1, \ldots, j, \operatorname{vars}\left(t_{i, j} \nu_{j}\right)=\operatorname{vars}\left(t_{i, j}\right)$. It then follows (using the alternative characterisation of variable-idempotence) that $\nu_{j}$ is variable-idempotent.

## 4 Set-Sharing

### 4.1 The Sharing Domain

The Sharing domain is due to Jacobs and Langen [6]. However, we use the definition as presented in [1].

Definition 4 (The set-sharing lattice.) Let

$$
S G \stackrel{\text { def }}{=}\left\{S \in \wp_{\mathrm{f}}(\text { Vars }) \mid S \neq \varnothing\right\}
$$

and let $S H \stackrel{\text { def }}{=} \wp(S G)$. The set-sharing lattice is given by the set

$$
S S \stackrel{\text { def }}{=}\left\{(s h, U) \mid s h \in S H, U \in \wp_{\mathfrak{f}}(\text { Vars }), \forall S \in s h: S \subseteq U\right\} \cup\{\perp, \top\}
$$

ordered by $\preceq_{s S}$ defined as follows, for each d, $\left(s h_{1}, U_{1}\right),\left(s h_{2}, U_{2}\right) \in S S$ :

$$
\begin{aligned}
\perp & \preceq_{S S} d, \\
d & \preceq_{S S} \top \\
\left(s h_{1}, U_{1}\right) & \preceq_{S S}\left(s h_{2}, U_{2}\right) \quad \Longleftrightarrow \quad\left(U_{1}=U_{2}\right) \wedge\left(s h_{1} \subseteq s h_{2}\right) .
\end{aligned}
$$

It is straightforward to see that every subset of $S S$ has a least upper bound with respect to $\preceq_{s S}$. Hence $S S$ is a complete lattice. ${ }^{1}$

An element sh of $S H$ abstracts the property of sharing in a substitution $\sigma$. That is, if $\sigma$ is idempotent, two variables $x, y$ must be in the same set in $s h$ if some variable, say $v$ occurs in both $x \sigma$ and $y \sigma$. In fact, this is also true for variable-idempotent substitutions although it is shown below that this needs to be generalised for substitutions that are not variable-idempotent. Thus, the definition of the abstraction function $\alpha$ for sharing, requires an ancillary definition for the notion of occurrence.

## Definition 5 (Occurrence.)

For each $n \in \mathbb{N}$, occ ${ }_{i}$ : Subst $\times$ Vars $\rightarrow \wp_{\mathfrak{f}}($ Vars $)$ is defined for each $\sigma \in$ Subst and each $v \in$ Vars:

$$
\begin{array}{ll}
\operatorname{occ}_{0}(\sigma, v) \stackrel{\text { def }}{=}\{v\}, & \text { if } v=v \sigma ; \\
\operatorname{occ}_{0}(\sigma, v) \stackrel{\text { def }}{=} \varnothing, & \text { if } v \neq v \sigma ; \\
\operatorname{occ}_{n}(\sigma, v) \stackrel{\text { def }}{=}\left\{y \in \operatorname{Vars} \mid x \in \operatorname{vars}(y \sigma) \cap \operatorname{occ}_{n-1}(\sigma, v)\right\}, & \text { if } n>0 .
\end{array}
$$

[^1]It follows that, for fixed values of $\sigma$ and $v, \operatorname{occ}_{n}(\sigma, v)$ is monotonic and extensive with respect to the index $n$. Hence, as the range of $\operatorname{occ}_{n}(\sigma, v)$ is restricted to the finite set of variables in $\sigma$, there is an $\ell=\ell(\sigma, v) \in \mathbb{N}$ such that $\left.\operatorname{occ}_{\ell}(\sigma, v)=\operatorname{occ}_{n}(\sigma, v)\right)$ for all $n \geq \ell$. Let

$$
\operatorname{occ}!(\sigma, v) \stackrel{\text { def }}{=} \operatorname{occ}_{\ell}(\sigma, v)
$$

Note that if $\sigma$ is variable-idempotent, then occ! $(\sigma, v)=\operatorname{occ}_{1}(\sigma, v)$. Note also that if $v \neq v \sigma$, then occ! $(\sigma, v)=\varnothing$. Previous definitions for an occurrence operator such as that for $s g$ in [6] have all been for idempotent substitutions. However, when $\sigma$ is an idempotent substitution, occ! $(\sigma, v)$ and $s g(\sigma, v)$ are the same for all $v \in$ Vars.

We base the definition of abstraction on the occurrence operator, occ!.
Definition 6 (Abstraction.) The concrete domain Subst is related to SS by means of the abstraction function $\alpha: \wp($ Subst $) \times \wp_{\mathrm{f}}($ Vars $) \rightarrow$ SS. For each $\Sigma \in \wp($ Subst $)$ and each $U \in \wp_{\mathrm{f}}$ (Vars),

$$
\alpha(\Sigma, U) \stackrel{\text { def }}{=} \bigsqcup_{\sigma \in \Sigma} \alpha(\sigma, U),
$$

where $\alpha:$ Subst $\times \wp_{\mathrm{f}}($ Vars $) \rightarrow S S$ is defined, for each $\sigma \in$ Subst and each $U \in \wp_{\mathrm{f}}$ (Vars), by

$$
\alpha(\sigma, U) \stackrel{\text { def }}{=}(\{\text { occ }!(\sigma, v) \cap U \mid v \in \text { Vars }\} \backslash\{\varnothing\}, U) .
$$

The following result states that the abstraction for a substitution $\sigma$ is the same as the abstraction for a variable-idempotent substitution for $\sigma$.

Lemma 7 Let $\sigma$ be a substitution, $\sigma^{\prime}$ a substitution obtained from $\sigma$ by a sequence of $\mathcal{S}$-transformations, $U$ a set of variables and $v \in$ Vars. Then

$$
v=v \sigma \Longleftrightarrow v=v \sigma^{\prime}, \quad \operatorname{occ}!(\sigma, v)=\operatorname{occ}!\left(\sigma^{\prime}, v\right), \quad \alpha(\sigma, U)=\alpha\left(\sigma^{\prime}, U\right)
$$

PROOF. Suppose first that $\sigma^{\prime}$ is obtained from $\sigma$ by a single $\mathcal{S}$-transformation. Thus we can assume that $x \mapsto t$ and $y \mapsto s$ are in $\sigma$ where $x \in \operatorname{vars}(s)$ and that

$$
\sigma^{\prime}=(\sigma \backslash\{y \mapsto s\}) \cup\{y \mapsto s[x / t]\} .
$$

It follows that, since $\sigma$ is in rational solved form, $\sigma$ has no circular subset and hence $v=v \sigma \Longleftrightarrow v=v \sigma^{\prime}$. Thus, if $v \neq v \sigma$, then $v \neq v \sigma^{\prime}$ and occ! $(\sigma, v)=o c c!\left(\sigma^{\prime}, v\right)=\varnothing$.

We now assume that $v=v \sigma=v \sigma^{\prime}$ and prove that

$$
\operatorname{occ}_{m}(\sigma, v) \subseteq \operatorname{occ}!\left(\sigma^{\prime}, v\right)
$$

The proof is by induction on $m$. By Definition $5, \operatorname{occ}_{0}(\sigma, v)=\operatorname{occ}_{0}\left(\sigma^{\prime}, v\right)=\{v\}$, so that the result holds for $m=0$. Suppose then that $m>0$ and that $v_{m} \in \operatorname{occ}_{m}(\sigma, v)$. By Definition 5 , there exists $v_{m-1} \in \operatorname{vars}\left(v_{m} \sigma\right)$ where $v_{m-1} \in \operatorname{occ}_{m-1}(\sigma, v)$. Hence, by the inductive hypothesis, $v_{m-1} \in \operatorname{occ}!\left(\sigma^{\prime}, v\right)$. If $v_{m-1} \in \operatorname{vars}\left(v_{m} \sigma^{\prime}\right)$, then, by Definition 5, $\left.v_{m} \in \operatorname{occ}!\left(\sigma^{\prime}, v\right)\right)$. On the other hand, if $v_{m-1} \notin \operatorname{vars}\left(v_{m} \sigma^{\prime}\right)$, then $v_{m}=y, v_{m-1}=x$, and $x \in \operatorname{vars}(s)$ (so that $\operatorname{vars}(t) \subseteq \operatorname{vars}(s[x / t])$ ). However, by hypothesis, $v=v \sigma$, so that
$x \neq v$ and $m>1$. Thus, by Definition 5, there exists $v_{m-2} \in \operatorname{vars}(t)$ such that $v_{m-2} \in$ $\operatorname{occ}_{m-2}(\sigma, v)$. By the inductive hypothesis, $v_{m-2} \in \operatorname{occ!}\left(\sigma^{\prime}, v\right)$. Since $y \mapsto s[x / t] \in \sigma^{\prime}$, and $v_{m-2} \in \operatorname{vars}(s[x / t]), v_{m-2} \in \operatorname{vars}\left(y \sigma^{\prime}\right)$. Thus, by Definition $5, y \in \operatorname{occ}!\left(\sigma^{\prime}, v\right)$.

Conversely, we now prove that, for all $m$,

$$
\operatorname{occ}_{m}\left(\sigma^{\prime}, v\right) \subseteq \operatorname{occ}!(\sigma, v)
$$

The proof is again by induction on $m$. As in the previous case, $\operatorname{occ}_{0}\left(\sigma^{\prime}, v\right)=\operatorname{occ}_{0}(\sigma, v)=$ $\{v\}$, so that the result holds for $m=0$. Suppose then that $m>0$ and that $v_{m} \in$ $\operatorname{occ}_{m}\left(\sigma^{\prime}, v\right)$. By Definition 5, there exists $v_{m-1} \in \operatorname{vars}\left(v_{m} \sigma^{\prime}\right)$ where $v_{m-1} \in \operatorname{occ}_{m-1}\left(\sigma^{\prime}, v\right)$. Hence, by the inductive hypothesis, $v_{m-1} \in \operatorname{occ}!(\sigma, v)$. If $v_{m} \in \operatorname{occ}\left(\sigma, v_{m-1}\right)$, then, by Definition $5, v_{m} \in \operatorname{occ}!(\sigma, v)$. On the other hand, if $v_{m-1} \notin \operatorname{vars}\left(v_{m} \sigma\right)$, then $v_{m}=y$, $v_{m-1} \in \operatorname{vars}(t)$ and $x \in \operatorname{vars}(s)$. Thus, as $y \mapsto s \in \sigma, y \in \operatorname{vars}(x \sigma)$. However, since $x \mapsto t \in \sigma, v_{m-1} \in \operatorname{vars}(x \sigma)$ so that, by Definition $5, x \in \operatorname{occ}!(\sigma, v)$. Thus, again by Definition 5, $y \in \operatorname{occ}!(\sigma, v)$.

Thus, if $\sigma^{\prime}$ is obtained from $\sigma$ by a single $\mathcal{S}$-transformation, we have the required results: $v=v \sigma \Longleftrightarrow v=v \sigma^{\prime}$, occ! $(\sigma, v)=$ occ! $\left(\sigma^{\prime}, v\right)$, and $\alpha(\sigma, U)=\alpha\left(\sigma^{\prime}, U\right)$.

Suppose now that there is a sequence $\sigma=\sigma_{1}, \ldots, \sigma_{n}=\sigma^{\prime}$ such that, for $i=2, \ldots, n$, $\sigma_{i}$ is obtained from $\sigma_{i-1}$ by a single $\mathcal{S}$-step. If $n=1$, then $\sigma=\sigma^{\prime}$. If $n>1$, we have by the first part that, for each $i=2, \ldots, n$,

$$
\begin{aligned}
v=v \sigma_{i-1} & \Longleftrightarrow v=v \sigma_{i}, \\
\text { occ! }\left(\sigma_{i-1}, v\right) & =\text { occ! }\left(\sigma_{i}, v\right), \\
\alpha\left(\sigma_{i-1}, U\right) & =\alpha\left(\sigma_{i}, U\right) .
\end{aligned}
$$

and hence the required results.

### 4.2 Abstract Operations for Sharing Sets

We are concerned in this paper in establishing results for the abstract operation aunify which is defined for arbitrary sets of equations. However, by building the definition of aunify in three steps via the definitions of amgu (for sharing sets) and Amgu (for sharing domains) and stating corresponding results for each of them, we provide an outline for the overall method of proof for the aunify results. Details of all proofs are available in [8].

In order to define the abstract operation amgu we need some ancillary definitions.
Definition 8 (Auxiliary functions.) The closure under union function (also called star-union), (•) $)^{\star}: S H \rightarrow S H$, is, for each sh $\in S H$,

$$
s h^{\star} \stackrel{\text { def }}{=}\left\{S \in S G \mid \exists n \geq 1 . \exists T_{1}, \ldots, T_{n} \in \operatorname{sh} . S=T_{1} \cup \cdots \cup T_{n}\right\} .
$$

For each sh $\in S H$ and each $T \in \wp_{\mathrm{f}}$ (Vars), the extraction of the relevant component of sh with respect to $T$ is encoded by the function rel: $\wp_{\mathrm{f}}($ Vars $) \times S H \rightarrow$ SH defined as

$$
\operatorname{rel}(T, s h) \stackrel{\text { def }}{=}\{S \in s h \mid S \cap T \neq \varnothing\} .
$$

For each sh $h_{1}$, sh $h_{2} \in S H$, the binary union function bin: $S H \times S H \rightarrow S H$ is given by

$$
\operatorname{bin}\left(s h_{1}, s h_{2}\right) \stackrel{\text { def }}{=}\left\{S_{1} \cup S_{2} \mid S_{1} \in s h_{1}, S_{2} \in s h_{2}\right\}
$$

The function proj: $S H \times \wp_{\mathrm{f}}($ Vars $) \rightarrow S H$ projects an element of $S H$ onto a set of variables of interest: if sh $\in S H$ and $V \in \wp_{\mathrm{f}}$ (Vars), then

$$
\operatorname{proj}(s h, V) \stackrel{\text { def }}{=}\{S \cap V \mid S \in \operatorname{sh}, S \cap V \neq \varnothing\} .
$$

Definition 9 (amgu.) The function amgu captures the effects of $a$ binding $x \mapsto t$ on an SH element. Let $x$ be a variable and $t$ a term. Let also sh $\in S H$ and

$$
\begin{aligned}
& A \stackrel{\text { def }}{=} \operatorname{rel}(\{x\}, s h), \\
& B \stackrel{\text { def }}{=} \operatorname{rel}(\operatorname{vars}(t), s h) .
\end{aligned}
$$

Then

$$
\operatorname{amgu}(s h, x \mapsto t) \stackrel{\text { def }}{=}(s h \backslash(A \cup B)) \cup \operatorname{bin}\left(A^{\star}, B^{\star}\right)
$$

Then we have the following soundness result for amgu.
Lemma 10 Let $(s h, U) \in S S$ and $\{x \mapsto t\}, \sigma, \nu \in$ Subst such that $\nu$ is a relevant unifier of $\{x \sigma=t \sigma\}$ and $\operatorname{vars}(x), \operatorname{vars}(t), \operatorname{vars}(\sigma) \subseteq U$. Then

$$
\alpha(\sigma, U) \preceq_{s s}(s h, U) \Longrightarrow \alpha(\nu \circ \sigma, U) \preceq_{s s}(\operatorname{amgu}(s h, x \mapsto t), U) .
$$

To prove this, observe that, by Lemmas 3 and 7 , if $\sigma$ is not variable-idempotent, it can be transformed to a variable-idempotent substitution $\sigma^{\prime}$ where $\alpha(\sigma, U)=\alpha\left(\sigma^{\prime}, U\right)$. Therefore, the proof which is given in [8], deals primarily with the case when $\sigma$ is variableidempotent.

Since a relevant unifier of $e$ is a relevant unifier of any other set $e^{\prime}$ equivalent to $e$ wrt to the equality theory $T$, this lemma shows that it is safe for the analyse to perform part or all of the concrete unification algorithm before computing amgu.

The following lemmas, proved in [8], show that amgu is commutative and idempotent.
Lemma 11 Let $s h \in S H$ and $\{x \mapsto r\} \in$ Subst. Then

$$
\operatorname{amgu}(s h, x \mapsto r)=\operatorname{amgu}(\operatorname{amgu}(s h, x \mapsto r), x \mapsto r)
$$

Lemma 12 Let $s h \in S H$ and $\{x \mapsto r\},\{y \mapsto t\} \in$ Subst. Then

$$
\operatorname{amgu}(\operatorname{amgu}(s h, x \mapsto r), y \mapsto t)=\operatorname{amgu}(\operatorname{amgu}(s h, y \mapsto t), x \mapsto r)
$$

### 4.3 Abstract Operations for Sharing Domains

The definitions and results of Subsection 4.2 can be lifted to apply to sharing domains.
Definition 13 (Amgu.) The operation Amgu: SS $\times$ Subst $\rightarrow$ SS extends the $S S$ description it takes as an argument, to the set of variables occurring in the binding it is given as the second argument. Then it applies amgu:

$$
\begin{aligned}
& \operatorname{Amgu}((s h, U), x \mapsto t) \\
& \qquad \stackrel{\text { def }}{=}(\operatorname{amgu}(\operatorname{sh} \cup\{\{u\} \mid u \in \operatorname{vars}(x \mapsto t) \backslash U\}, x \mapsto t), U \cup \operatorname{vars}(x \mapsto t)) .
\end{aligned}
$$

The results for amgu can easily be extended to apply to Amgu.

Definition 14 (aunify.) The function aunify: $S S \times$ Eqs $\rightarrow S S$ generalises Amgu to $a$ set of equations $e$ : If $(s h, U) \in S S, x$ is a variable, $r$ is a term, $s=f\left(s_{1}, \ldots, s_{n}\right)$ and $t=f\left(t_{1}, \ldots, t_{n}\right)$ are non-variable terms, and $\bar{s}=\bar{t}$ denote the set of equations $\left\{s_{1}=t_{1}, \ldots, s_{n}=t_{n}\right\}$, then

$$
\operatorname{aunify}((s h, U), \varnothing) \stackrel{\text { def }}{=}(s h, U),
$$

if $e \in \wp_{\mathrm{f}}$ (Eqs) is unifiable,

$$
\begin{aligned}
& \text { aunify }((s h, U), e \cup\{x=r\}) \stackrel{\text { def }}{=} \operatorname{aunify}(\operatorname{Amgu}(s h, U), x \mapsto r), e \backslash\{x=r\}), \\
& \text { aunify }((s h, U), e \cup\{s=x\}) \stackrel{\text { def }}{=} \operatorname{aunify}((s h, U),(e \backslash\{s=x\}) \cup\{x=s\}), \\
& \text { aunify }((s h, U), e \cup\{s=t\}) \stackrel{\text { def }}{=} \operatorname{aunify}((s h, U),(e \backslash\{s=t\}) \cup \bar{s}=\bar{t}),
\end{aligned}
$$

and, if $e$ is not unifiable,

$$
\operatorname{aunify}((s h, U), e) \stackrel{\text { def }}{=} \perp .
$$

For the distinguished elements $\perp$ and $\top$ of $S S$

$$
\text { aunify }(\perp, e) \stackrel{\text { def }}{=} \perp, \quad \text { aunify }(T, e) \stackrel{\text { def }}{=} T .
$$

As a consequence of this and the generalisation of Lemmas 10, 11 and 12 to Amgu, we have the following soundness, commutativity and idempotence results required for aunify to be sound and well-defined. As before, the proofs of these results are in [8].

Theorem $15 \operatorname{Let}(s h, U) \in S S, \sigma, \nu \in$ Subst, and $e \in \wp_{\mathrm{f}}(\mathrm{Eqs})$ such that vars $(\sigma) \subseteq U$ and $\nu$ a relevant unifier of $e$. Then

$$
\alpha(\sigma, U) \preceq_{S S}(s h, U) \Longrightarrow \alpha(\nu \circ \sigma, U) \preceq_{S S} \text { aunify }((s h, U), e) .
$$

Theorem 16 Let $(s h, U) \in S S$ and $e \in \wp_{\mathrm{f}}($ Eqs $)$. Then

$$
\operatorname{aunify}((s h, U), e)=\operatorname{aunify}(\operatorname{aunify}((s h, U), e), e) .
$$

Theorem 17 Let $(s h, U) \in S S$ and $e_{1}, e_{2} \in \wp_{\mathrm{f}}(\mathrm{Eqs})$. Then

$$
\operatorname{aunify}\left(\operatorname{aunify}\left((s h, U), e_{1}\right), e_{2}\right)=\operatorname{aunify}\left(\operatorname{aunify}\left((s h, U), e_{2}\right), e_{1}\right) .
$$

## 5 Discussion

The SS domain which was first defined by Langen [11] and published by Jacobs and Langen [6] is an important domain for sharing analysis. In this paper, we have provided a framework for analysing non-idempotent substitutions and presented results for soundness, idempotence and commutativity of aunify. In fact, most researchers concerned with analysing sharing and related properties using the SS domain, assume these properties hold. Why therefore are the results in this paper necessary? Let us consider each of the above properties one at a time.

### 5.1 Soundness

We have shown that, for any substitution $\sigma$ over a set of variables $U$, the abstraction $\alpha(\sigma, U)=(s h, U)$ is unique (Lemma 7) and the aunify operation is sound (Theorem 15). Note that, in Theorem 15, there are no restrictions on $\sigma$; it can be non-idempotent, possibly including cyclic bindings (that is, bindings where the domain variable occurs in its co-domain). Thus this result is widely applicable.

Previous results on sharing have assumed that substitutions are idempotent. This is true if equality is syntactic identity and the implementation uses a unification algorithm based on that of Robinson [12] which includes the occur-check. With such algorithms, the resulting unifier is both unique and idempotent. Unfortunately, this is not what is implemented by most Prolog systems.

In particular, if the algorithm is as described in [9] and used in Prolog III [4], then the resulting unifier is in rational solved form. This algorithm does not generate idempotent or even variable-idempotent substitutions even when the occur-check would never have succeeded. However, it has been shown that the substitution obtained in this way uniquely defines a system of rational trees [4]. Thus our results show that its abstraction using $\alpha$, as defined in this paper, is also unique and that aunify is sound.

Alternatively, if, as in most commercial Prolog systems, the unification algorithm is based on the Martelli-Montanari algorithm, but omits the occur check step, then the resulting substitution may not be idempotent. Consider the following example.

Suppose we are given as input the equation $p(z, f(x, y))=p(f(z, y), z)$ with an initial substitution that is empty. We apply the steps in Martelli-Montanari procedure but without the occur-check:

$$
\begin{array}{ll} 
& \text { equations } \\
1 & p(z, f(x, y))=p(f(z, y), z) \\
2 & z=f(z, y), f(x, y)=z \\
3 & f(x, y)=f(z, y) \\
4 & x=z, y=y \\
5 & y=y \\
6 & \varnothing
\end{array}
$$ substitution $\varnothing$

3
4
$6 \quad \varnothing$

$$
\begin{aligned}
& \varnothing \\
& \{z \mapsto f(z, y)\} \\
& \{z \mapsto f(z, y)\} \\
& \{z \mapsto f(z, y), x \mapsto z\} \\
& \{z \mapsto f(z, y), x \mapsto z\}
\end{aligned}
$$

Note that we have used three kinds of steps here. In lines 1 and 3, neither argument of the selected equation is a variable. In this case, the outer non-variable symbols (when, as in this example, they are the same) are removed and new equations are formed between the corresponding arguments. In lines 2 and 4 , the selected equation has the form $v=t$, where $v$ is a variable and $t$ is not identical to $v$, then every occurrence of $v$ is replaced by $t$ in all the remaining equations and the range of the substitution. $v \mapsto t$ is then added to the substitution. In line 5 , the identity is removed.

Let $\sigma=\{z \mapsto f(z, y), x \mapsto z\}$, be the computed substitution. Then, we have

$$
\begin{aligned}
\operatorname{vars}(x \sigma) & =\operatorname{vars}(z)=\{z\} \\
\operatorname{vars}\left(x \sigma^{2}\right) & =\operatorname{vars}(f(z, y))=\{y, z\}
\end{aligned}
$$

Hence $\sigma$ is not variable-idempotent.
We conjecture that the resulting substitution is still unique (up to variable renaming). In this case our results can be applied so that its abstraction using $\alpha$, as defined in this paper, is also unique and aunify is sound.

### 5.2 Idempotence

Definition 14 defines aunify inductively over a set of equations, so that it is important for this definition that aunify is both idempotent and commutative.

The only previous result concerning the idempotence of aunify is given in thesis of Langen [11, Theorem 32]. However, the definition of aunify in [11] includes the renaming and projection operations and, in this case, only a weak form of idempotence holds. In fact, for the basic aunify operation as defined here and without projection and renaming, idempotence has never before been proven.

### 5.3 Commutativity

In the thesis of Langen the "proof" of commutativity of amguhas a number of omissions and errors [11, Lemma 30]. We highlight here, one error which we were unable to correct in the context of the given proof.

To make it easier to compare, we adapt our notation and, define amge only in the case that $a$ is a variable:

$$
\operatorname{amge}(a, b, s h) \stackrel{\text { def }}{=} \operatorname{amgu}(s h, a \mapsto b)
$$

To prove the lemma, it has to show that:

$$
\operatorname{amge}\left(a_{2}, b_{2} \operatorname{amge}\left(a_{1}, b_{1}, s h\right)\right)=\operatorname{amge}\left(a_{1}, b_{1}, \operatorname{amge}\left(a_{2}, b_{2}, s h\right)\right) .
$$

holds when $a_{1}$ and $a_{2}$ are variables. This corresponds to "the second base case" of the proof. We use Langen's terminology:

- A set of variables $X$ is at a term $t$ iff $\operatorname{var}(t) \cap X \neq \varnothing$.
- A set of variables $X$ is at $i$ iff $X$ is at $a_{i}$ or $b_{i}$.
- A union $X \cup_{i} Y$ is of Type $i$ iff $X$ is at $a_{i}$ and $Y$ is at $b_{i}$.

Let lhs $\stackrel{\text { def }}{=} \operatorname{amge}\left(a_{2}, b_{2}\right.$, amge $\left.\left(a_{1}, b_{1}, S\right)\right)$, and rhs $\stackrel{\text { def }}{=} \operatorname{amge}\left(a_{1}, b_{1}\right.$, amge $\left.\left(a_{2}, b_{2}, S\right)\right)$. Let also $Z \in \mathrm{lhs}$ and $T \stackrel{\text { def }}{=}$ aunify $\left(a_{1}, b_{1}, S\right)$. Consider the case when

$$
\begin{aligned}
& Z=X \cup_{2} Y \text { where } X \in \operatorname{rel}\left(a_{2}, T\right), Y \in \operatorname{rel}\left(b_{2}, T\right), \\
& X=U \cup_{1} V \text { where } U \in \operatorname{rel}\left(a_{1}, s h\right), V \in \operatorname{rel}\left(b_{1}, s h\right)
\end{aligned}
$$

and $U \cap\left(\operatorname{vars}\left(a_{2}\right) \cup \operatorname{vars}\left(b_{2}\right)\right)=\varnothing$ (that is, $U$ is not at 2 ). Then the following quote [11, page 53 , line 23] applies:

In this case $\left(U \cup_{1} V\right) \cup_{2} Y=U \cup_{1}\left(V \cup_{2} Y\right)$. By the inductive assumption $V \cup_{2} Y$ is in the rhs and therefore so is $Z$.

We give a counter-example to the statement " $V \cup_{2} Y$ is in the rhs".
Suppose $a_{1}, b_{1}, a_{2}, b_{2}$ are variables. We let each of $a_{1}, b_{1}, a_{2}, b_{2}$ denote both the actual variable and the singleton set containing that variable. Suppose $s h=\left\{a_{1}, b_{1} a_{2}, b_{2}\right\}$. Then, from the definition of amge,

$$
\text { lhs }=\left\{a_{1} b_{1} a_{2} b_{2}\right\}, \quad \text { rhs }=\left\{a_{1} b_{1} a_{2} b_{2}\right\}, \quad T=\left\{a_{1} b_{1} a_{2}, b_{2}\right\} .
$$

Let $Z=a_{1} b_{1} a_{2} b_{2}, X=a_{1} b_{1} a_{2}, Y=b_{2}, U=a_{1}, V=b_{1} a_{2}$. It can be seen that these match all the above conditions. However $V \cup_{2} Y=b_{1} a_{2} b_{2}$ and this is not in $\left\{a_{1} b_{1} a_{2} b_{2}\right\}$.
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