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Abstract

We study the application of abstract interpretation to the design of inductive

methods for verifying properties of logic programs.

We give a uni�ed view of inductive assertion-based proof methods for logic pro-

grams, by systematically deriving them in a uniform way. The resulting veri�cation

framework allows us to reconstruct several existing veri�cation methods, to under-

stand the relation among them in terms of abstractions and to tackle the problem

of establishing the completeness of a method.
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mains.

1 Introduction

Abstract interpretation theory [15] has been used recently in the framework of debug-

ging, diagnosis and validation [12, 11, 7] and to derive proof methods [14]. In fact, the

problem of veri�cation of logic programs can be very naturally approached by abstract

interpretation, since it is a typical semantics-based task.

In this paper we use abstract interpretation as a tool for systematically deriving su�-

cient partial correctness conditions for logic programs. The speci�cations can simply be

viewed as a suitable intended abstract semantics and the existing notions of correctness

and related veri�cation methods [18, 5, 17, 3, 1] be explained as di�erent abstractions.

Abstract interpretation allows to compare di�erent semantics by reasoning in terms of

abstraction. In the case of logic programs veri�cation, this makes easier to compare the

di�erent techniques and to show the essential di�erences. Moreover we can systematically

derive the (optimal) abstract semantics from the concrete one and from the abstraction.

The resulting abstract semantics is a correct approximation of the concrete semantics

by construction and no additional \correctness" theorems need to be proved. Thus,

given a speci�c property (abstraction), the corresponding veri�cation conditions are sys-

tematically derived from the framework and guaranteed to be indeed su�cient partial

correctness conditions. In addition the veri�cation method is guaranteed to be complete,

if the abstraction is precise (also called complete in [15]).

Properties we deal with in this paper are abstractions of SLD-trees. The veri�cation

framework is based on a hierarchy of semantics [10, 9], whose collecting semantics is

de�ned in a concrete domain of SLD-derivations. A generic (abstract) semantics in the
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hierarchy, corresponding to the asbtraction �, is the least �xpoint of an operator T

�

P

,

systematically derived from the corresponding operator of the collecting semantics. In

Section (2), we show the general results about su�cient partial correctness conditions and

completeness of the veri�cation methods. In the next Sections, we show some instances of

the veri�cation framework, with the aim of reconstructing existing veri�cation methods.

We start with more abstract properties, moving from the success behaviour (Section (3)),

to the Input-Output behaviour and to the call behaviour (Section (4)). In particular we

reconstruct the Drabent and Maluszynski's method [18], the Bossi and Cocco's method

[5], and various veri�cation methods reviewed in [3]. Finally in Section (5), we consider

the case of intensional speci�cations given in a formal speci�cation language.

We assume familiarity with the standard notions of lattice theory [4], abstract interpre-

tation [15], logic programming [2] and veri�cation methods [1, 13].

2 Description of the framework

Like in [10, 9], the concrete domain is given by the set of pure collections, D = (Pred !

e}(SLD);�), where a pure collection is a function from the set Pred = fp(x) j p predicate

symbol and x a tuple of distinct variablesg of pure atoms to an element of e}(SLD), that

is the su�x-closed sets of SLD -derivations. The order � is the pointwise extension of

the subset order of e}(SLD).

Given a program P , we associate to it a continuous function T

P

: D ! D (also de�ned in

[10]). The semantics [[P ]] of P is de�ned as lfp(T

P

) = T

!

P

= �p(x):f� 2 SLD j �rst(�) =

p(x); clauses(�) � Pg.

The main idea of this paper is to view (extensional or intensional) speci�cations as an

abstract domain (A;v). Under reasonable hypotheses, this relationship can be formalized

through a Galois connection between (D ;�) and (A;v). Then each element d of D is

correct with respect to speci�cations S such that �(d) v S. In this paper, (abstract)

domains of speci�cations are structure (Pred ! S;v), whose elements 	 can be thought

as a set f	

p

g

p2Pred

, where each 	

p

is a speci�cation for what we observe in the set

of derivations started by predicate p: In fact the generic correctness condition can be

expressed as 8� 2 [[P ]](p(x)) � veri�es 	

p

, which can be rewritten, for a suitable observable

� [10], as

8� 2 [[P ]](p(x))�(�) v 	

p

: (1)

We can study then the veri�cation problem using methods and results of abstract inter-

pretation. In fact the problem of checking whether a program P veri�es a speci�cation

S in A, can be rephrased in abstract interpretation terms as

[[P ]] � (S) or, equivalently, �([[P ]]) v S. (2)

Since [[P ]] is de�ned as the least �xpoint of the operator T

P

, a su�cient condition for (2)

to hold is

T

P

((S)) � (S) or, equivalently, T

�

P

(S) v S, (3)

where T

�

P

= ��T

P

�, is the best abstraction of T

P

in A. In fact T

�

P

(S) v S implies

lfp(T

�

P

) v S and, since �(lfp(T

P

)) v lfp(T

�

P

) (because � is correct), the condition

�([[P ]]) v S can be derived.
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Condition (3) can often be unfolded and transformed into a veri�cation condition for

P and S, which may be the base for an inductive proof method. Obviously how to do

it depends on the abstract domain and the abstraction. In this paper we show how the

veri�cation conditions of several well known methods can be derived.

If an inductive proof method is complete, then, when the program P is correct with

respect to speci�cation S, there exists a property R, stronger than S, which veri�es the

veri�cation condition. We have proved that, for veri�cation conditions which have the

form of condition (3) for a suitable �, the derived method is complete if and only if the

abstraction is precise with respect to T

P

, that is if �(lfp(T

P

)) = lfp(T

�

P

), as follows from

next lemma.

Lemma 2.1 Let (C;A;�; ) be a Galois connection between the complete lattices C and

A: Let F : C ! C be a monotonic operator on C and F

�

= ��F� : A ! A be its best

abstraction on A: Then

�(lfp(F )) v ' implies 9 v ' F

�

( ) v  

if and only if (C;A;�; ) is precise with respect to F .

A su�cient condition for precision, generally easier to check, is full precision, that is

��T

P

= T

�

P

��. In this paper we always show the completeness of some methods by

showing the full precision of the underlying abstraction.

3 Success behaviour of programs

Let us focus on the program behaviour with respect to the success of non-ground atoms.

Let us suppose a set '

p

of atoms (the extensional speci�cation of a property) associated

to each predicate p: The program P is success-correct with respect to success-properties

f'

p

g

p2Pred

i�

8p(t) 2 Atoms p(t)

�

 2 implies p(t)� 2 '

p

:

Now a set f'

p

g

p2Pred

is just a function ' : Pred ! }(Atoms). Then, the domain

C = (Pred ! }(Atoms);�), ordered by the pointwise extension of subset order, can

be viewed as the domain of speci�cations of the success behaviour of programs. The

abstraction from the basic domain D is given by the function

�(D) = �p(x):fp(x)� j � 2 D(p(x)); @

�

(�) successfulg; (4)

where @

�

(�) is the instantiation of derivation � with �. � is indeed additive (�(D

1

_D

2

) =

�(D

1

) _ �(D

2

)), hence there exists an adjoint function  : C ! D , giving a Galois

connection between D and C. Success-correctness can be rephrased as �([[P ]]) � '.

The best abstraction T

C

P

= ��T

P

� in C of the concrete function T

P

can explicitly be

de�ned as

T

C

P

(I) = �p(x): fp(t)� j p(t) p

1

(t

1

); : : : ; p

n

(t

n

) 2 P;

8i 2 f1; : : : ; ng p

i

(t

i

)� 2 I(p

i

(x))g:

and the abstract interpretation is shown to be full precise.
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Lemma 3.1 Let � : D ! C be de�ned as in (4). Then there exists a function  : C ! D

such that (D ; C; �; ) is a Galois connection and is full precise with respect to T

P

.

As a consequence of lemma (3.1), the least �xpoint of T

C

P

exists and lfp(T

C

P

) = �([[P ]]).

Indeed the semantics (C; T

C

P

) is just a reformulation of the C-semantics [8, 19].

Recalling Section (2), a su�cient condition for success-correctness is T

C

P

(') � '; from

which a veri�cation condition can be constructively derived by unfolding T

C

P

.

Theorem 3.2 Let P be a logic program and f'

p

g

p2Pred

be a success property. P is

success-correct with respect to f'

p

g

p2Pred

if for each clause p(t)  p

1

(t

1

); : : : ; p

n

(t

n

) of

P it is true that

8�

n

^

i=1

p

i

(t

i

)� 2 '

p

i

implies p(t)� 2 '

p

: (5)

Example 3.1 Let P be the program

app([],Y,Y).

app([X:Xs],Ys,[X:Zs]) app(Xs,Ys,Zs).

Let '

app

= fapp(t

1

; t

2

; t

3

) j t

3

ground implies t

1

and t

2

groundg. It can easily be

checked that for each �, app([]; Y; Y )� 2 '

app

and, if app(Xs;Ys;Zs)� 2 '

app

, then

app([X : Xs] ;Ys; [X : Zs])� 2 '

app

. By theorem (3.2), if app(t

1

; t

2

; t

3

)

�

 2 and t

3

� is

ground, then t

1

� and t

2

� are ground.

By lemmas (2.1) and (3.1), it follows that the method is complete, that is if P is success-

correct with respect to f'

p

g

p2Pred

, then there exists a success property f 

p

g

p2Pred

with

8p  

p

� '

p

, which veri�es condition (5) for each clause of P .

4 Input/Output behaviour and call behaviour

The input/output behaviour, i.e., the relation between the arguments of a predicate at call

time and their instantiation in case of success, can be speci�ed by a set �

q

� Atoms�Subst

associated to each predicate q: The set of properties f�

q

g

q2Pred

can be viewed then as a

speci�cation of I/O patterns for logic programs. A program is I/O-correct with respect

to I/O properties f�

q

g

q2Pred

i�

8p(t) 2 Atoms p(t)

�

 2 implies (p(t); �) 2 �

p

:

To capture these observations we can take the domain S = (Pred ! }(Atoms�Subst);�

). If (p(t); �) 2 �

p

, the intended meaning is that the predicate p computes substitution

� if called with argument t: The order is obtained again by pointwise extension of the

subset order on }(Atoms�Subst ). There exists a Galois connection from D to S. The

abstraction is de�ned as

�(D) = �p(x): f(p(t); �) j p(t) 2 Atoms; � 2 D(p(x)) successful;

� = res(�); 9� = mgu(p(x)�; p(t))g

(6)

Program P is I/O-correct with respect to f�

q

g

q2Pred

i� �([[P ]]) � �. The best abstraction

T

S

P

of T

P

in S can be explicitly de�ned, and indeed the semantics (S; T

S

P

) is an isomorphic

version of S-semantics [19]. As before the su�cient condition T

S

P

(�) � � can be unfolded

and a veri�cation condition for I/O-correctness be obtained.
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Theorem 4.1 Let P be a logic program and f�

p

g

p2Pred

be an I/O property. P is I/O-

correct with respect to f�

p

g

p2Pred

if for each clause p(t) p

1

(t

1

); : : : ; p

n

(t

n

) and for each

p(s) 2 Atoms it is true that

� = mgu(p(t); p(s)) and

n

^

i=1

(p

i

(t

i

)�; �

i

) 2 �

p

i

implies (p(s); ���) 2 �

p

; (7)

where � = mgu((p

1

(t

1

); : : : ; p

n

(t

n

))�; (p

1

(t

1

)��

1

; : : : ; p

n

(t

n

)��

n

)).

The abstraction is precise and then by lemma (2.1), the proof method is complete.

Some veri�cation conditions proposed in the literature (see, for example, [18], [5], [3],

[6]), in addition to I/O correctness, take into account a property which is stronger than

I/O correctness, i.e. call correctness, that is each predicate is called accordingly to a

given speci�cation. Since it depends on the selection rule, we assume a leftmost selection

rule for SLD derivations.

The call and I/O behaviour can be speci�ed by a set �

q

� Atoms�(Atoms [ Subst )

associated to each predicate q. The idea is that, if the pair (p(t); �) 2 �

p

, then if p is

called with argument t, it computes the substitution �. If (p(t); q(s)) 2 �

p

then a call

q(s) is generated in the derivation for p(t) with a leftmost selection rule. A program P

is call-correct with respect to call-properties f�

q

g

q2Pred

of Call i� for each predicate p

p(t)

�

 2 implies (p(t); �) 2 �

p

and

p(t) 

�

L

hq(s);Gi implies (p(t); q(s)) 2 �

p

:

A suitable domain is given by Call = (Pred ! }(Atoms�(Atoms [ Subst));�). The

abstraction is

�(D) = �p(x): f(p(t); q(s)) j � 2 D(p(x)); �

0

= @

�

(�); �rst(�

0

) = p(t);

last(�

0

) = hq(s);Gig

S

f(p(t); �) j � 2 D(p(x)); �

0

= @

�

(�) successful;

�rst(�

0

) = p(t); res(�

0

) = �g:

(8)

With some e�ort the corresponding best abstract operator T

Call

P

can be de�ned explicitly.

No information about calls and successes is lost in the computation of abstract iterates.

Lemma 4.2 Let � : D ! Call be de�ned as in (8). Then there exists a function  :

Call ! D such that (D ;Call ; �; ) is a Galois connection and is full precise with respect

to T

P

.

The usual su�cient veri�cation condition is T

Call

P

(�) � �, and because of lemma (4.2),

the method is complete.

Theorem 4.3 Let P be a logic program and f�

p

g

p2Pred

be a call-property. P is call-

correct with respect to f�

p

g

p2Pred

if for each clause p(t)  p

1

(t

1

); : : : ; p

n

(t

n

) of P it is

true that

8p(s) 2 Atoms; �

0

= mgu(p(s); p(t)); 8�

1

; : : : ; �

n

8k � n if 8i < k (p

i

(t

i

)�

0

� � � �

i�1

; �

i

) 2 �

p

i

and (p

k

(t

k

)�

0

� � � �

k�1

; q(r)) 2 �

p

k

then (p(s); q(r)) 2 �

p

and

if 8i � n (p

i

(t

i

)�

0

� � � �

i�1

; �

i

) 2 �

p

i

then (p(s); �

0

� � � �

n

) 2 �

p

:
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4.1 The method of Drabent and Maluszynski

The method of Drabent and Maluszynski [18] can be derived by considering as speci�-

cations DM pre-post properties fpre

i

_ post

i

g

i2I

, where, for each i 2 I, pre

i

_ post

i

is a basic pre-post speci�cation fpre

i

p

_ post

i

p

g

p2Pred

, with pre

p

� Atoms and each

post

p

� Atoms�Atoms. A program P is DM-correct with respect to fpre

i

_ post

i

g

i2I

i� for each i 2 I and each predicate p

8p(t) 2 pre

i

p

p(t)

�

 2 implies (p(t); p(t)�) 2 post

i

p

and

8p(t) 2 pre

i

p

p(t) 

�

L

hq(s);Gi implies q(s) 2 pre

i

q

:

The domain of such speci�cations can be de�ned as DM = (}(Pred !

}(Atoms)�}(Atoms�Atoms));�) and each element pre _ post = fpre

i

_ post

i

g

i2I

is concretizable into an element of Call

(pre _ post) = �p(x): f(p(t); �) j 8i 2 I p(t) 2 pre

i

p

) (p(t); p(t)�) 2 post

i

p

g

S

f(p(t); q(s)) j 8i 2 I p(t) 2 pre

i

p

) q(s) 2 pre

i

q

g:

It can be checked that  has a left adjoint �, hence there is a Galois connection between

Call and DM. By composing with the Galois connections between D and Call , we soon

obtain a Galois connection between D and DM.

As usual, the veri�cation condition can be extracted from the pre�xpoint relation of

T

DM

P

, the best abstraction of T

P

. It can be checked that when the property to verify

is a single basic pre-post speci�cation, that is a DM property fpre

i

_ post

i

g

i2I

with

I a singleton, then the veri�cation condition is exactly (an extensional version of) the

veri�cation condition of the method of Drabent and Maluszynski.

Theorem 4.4 Let P be a logic program and fpre

p

_ post

p

g

p2Pred

be a basic pre-

post property. Then P veri�es the veri�cation condition of the method of Drabent and

Maluszynski with respect to fpre

p

_ post

p

g

p2Pred

if and only if T

DM

P

(pre ! post) �

pre ! post.

The abstraction is precise (it su�ces to prove the precision of the abstraction from Call

and DM with respect to T

Call

P

), hence, the derived method is complete.

Notice that this is weaker property than the completeness of the method of Drabent

and Maluszynski. In the latter case, the stronger property to be found must be again a

pre-post property fpre

i

_ post

i

g

i2I

with I singleton.

4.2 The method of Bossi and Cocco, types and modes

The method of Bossi and Cocco [5] is obtained by considering as basic pre-post speci�-

cations a pair pre

p

_ post

p

for each predicate p, where pre

p

and post

p

are substitution

closed subsets of atoms. A program P is BC-correct with respect to BC�properties

fpre

i

_ post

i

g

i2I

i� for each i 2 I and each predicate p

8p(t) 2 pre

i

p

p(t)

�

 2 implies p(t)� 2 post

i

p

and

8p(t) 2 pre

i

p

p(t) 

�

L

hq(s);Gi implies q(s) 2 pre

i

q

:
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We can consider as a domain

BC = (}(Pred ! }

"

(Atoms)�}

"

(Atoms));�);

where }

"

(Atoms) is the set of substitution closed sets of Atoms. Following [3], an element

pre _ post of BC can be viewed as an element of DM through the function (pre _

post) = f�p(x):pre

i

p

_ (Atoms�post

i

p

) j i 2 I; (pre

i

_ post

i

) 2 (pre _ post)g. It gives

raise to a Galois connection betweenDM and BC. Then a Galois connection (D ;BC; �; )

is obtained. Like in the previous cases a su�cient condition for correctness can be derived

from the relation on T

BC

P

. The condition obtained in the case of singleton BC�properties,

is exactly (an extensional version of) the veri�cation condition of the method of Bossi

and Cocco [5].

Theorem 4.5 Let P be a logic program and fpre

p

_ post

p

g

p2Pred

be a basic

BC�property. Then P veri�es the veri�cation condition of the method of Bossi and

Cocco if and only if T

BC

P

(pre ! post) � pre ! post.

Also in this case completeness of the method can be shown by proving precision of the

abstraction from DM and BC. The same proviso applies about the di�erence between

the completeness of the derived method derived and the method of Bossi and Cocco.

For what concerns types and modes, we can view the set of type assignments and mode

assignments to predicates as further abstractions with respect to BC and can use the

same techniques used to go from DM to BC. The result is that we completely recon-

struct the hierarchy of [3], by reducing the relationships between proof methods to Galois

connections between the corresponding domains.

5 Intensional speci�cations

Speci�cation can also be expressed in a formal speci�cation language. Our idea is that

this case corresponds to a further level of abstraction. We will consider the case of

success-correctness only. Similar constructions can be given for the other notions of

correctness.

Fixed a �rst order language L = h�;�; V i and a set F of formulas (also called as-

sertions) of L, we de�ne an atom p(t

1

; : : : ; t

n

) to satisfy a property � [x

1

; : : : ; x

n

] of F ,

if, �xed a term-interpretation I = hTerms(�; V );�

I

;�

I

i, that is the set of non-ground

terms seen as an L structure, for each �

I j=

�[x

1

;::: ;x

n

nt

1

;::: ;t

n

]

� [x

1

; : : : ; x

n

] :

Example 5.1 For example app([a] ; [ ] ; d) satis�es the formula gr(x

3

)) gr(x

1

)^gr (x

2

).

In fact it is true that d 2 gr

I

implies [a] 2 gr

I

and [ ] 2 gr

I

, where gr

I

= Terms(�; ;) is

the interpretation of gr .

A program P veri�es a set of assertions f�

p

g

p2Pred

, if 8p(t) 2 Atoms p(t)

�

 2 implies

p(t)� satis�es �

p

. F can be preordered by � �

I

� i� I j= � ) �. We can take the

induced equivalence and consider the partial order A

I

= (Pred ! F=

�

I

;�

I

), whose

elements are sets f�

p

g

p2Pred

, where each �

p

is a formula of F with free variables corre-

sponding to arguments of p: The order is given by the pointwise extension of the order
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between formulas of F (modulo �

I

).

Consider the following function from A

I

to C:



I

(�) = �p(x):fp(t) 2 Atoms j p(t) satis�es �

p

g;

If (F=

�

I

;�

I

) is a complete lattice, it can easily be checked that A

I

is a complete lattice

and the function 

I

is meet-additive. Hence 

I

determines a Galois connection with C.

We can de�ne the best abstraction of T

C

P

on A

I

as

T

I

P

(�) = �p(x):

_

p(t) p

1

(t

1

);::: ;p

n

(t

n

)2P

^

f� j I j=

n

^

i=1

�

p

i

[x

i

nt

i

]) �

p

[xnt]g:

It can be checked that P veri�es assertions f�

p

g

p2Pred

i� �

I

(lfp(T

C

P

)) � �, where �

I

is

the adjoint function of 

I

. A veri�cation condition can be derived from T

I

P

(�) � �.

Theorem 5.1 Let P be a logic program and f�

p

g

p2Pred

be assertions of F . A su�cient

condition for P to be I-success-correct with respect to f�

p

g

p2Pred

is that for each clause

p(t) p

1

(t

1

); : : : ; p

n

(t

n

) of P it is true that

I j=

n

^

i=1

�

p

i

[x

i

nt

i

]) �

p

[xnt] (9)

This is essentially the veri�cation method proposed by Clark[8] and Deransart[17].

Example 5.2 Let us consider the program of example (3.1) and the assertion �

app

=

gr(x

app

3

) ) gr(x

app

1

) ^ gr(x

app

2

). For the clause app([]; Y; Y ), it can easily be checked

that I j= gr(Y ) ) gr ([]) ^ gr (Y ). For the clause app([X : Xs ] ;Ys ; [X : Zs])  

app(Xs;Ys;Zs) it can be showed that I j= (gr (Zs) ) gr(Xs) ^ gr(Ys)) )

(gr([X : Zs])) gr ([X : Xs]) ^ gr(Ys)).

By the above theorems, we conclude that the program of example (3.1) veri�es the as-

sertion gr(x

app

3

)) gr (x

app

1

) ^ gr (x

app

2

).

A similar treatment can be given when the satisfaction for atoms is given with respect to

a notion of derivability in a theory, which axiomatizes the properties of interest. Notice

that if the relation j= is decidable, we have an e�ective test to check the conditions. As

an example, we could consider the decidable language of properties by Marchiori [20, 21],

which allows us to express groundness, freeness and sharing of terms.

As for the completeness of the method, since it is equivalent to the precision of abstrac-

tion, it strongly depends on the choice of the language.

6 Conclusion

As already advocated by the Cousots [16, 14], abstract interpretation can be very helpful

to understand, organize and synthesize proof methods for program veri�cation. We have

shown this in practice, by de�ning various proof methods, each obtained in a uniform

way by unfolding pre-�xpoint relations on domains obtained by abstracting a concrete

semantics of derivations. We have derived new more general methods, provided a uni�ed

view of a class of proof methods and made clear their mutual relationship.

It is worth noting, that, by using abstract interpretation theory, the de�nition of a new
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veri�cation method simply requires the formalization of the property we are interested in

as an abstraction of SLD-derivations. Once we have the abstraction, we systematically

derive the speci�c su�cient correctness conditions.

Our results can be applied to abstract diagnosis [11]. The veri�cation condition on the

abstract operator is essentially the same as the notion of partial correctness used there.

Our conditions might then be used in a similar way to �nd potential errors. The new

relevant features, to be added to abstract diagnosis, are intensional speci�cations and

speci�cations given as pre- and post-conditions.

There are some interesting open problems related to intensional speci�cations and their

relation to traditional abstract domains used in program analysis, developed to model

speci�c properties (such as modes, types, groundness, etc.). Indeed we think that the

logical domains derived for veri�cation might be useful in this area.
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