2) the problem is split into parallel subproblems that can be solved by independent processes communicating (thanks to a common memory area) by only checking and updating the values of global variables; 

3) a suitable extension of the unification algorithm is defined to deal also with global variables.

Split resolution may be regarded as a complete extension of unit resolution and coincides with it when applied to unsatisfiable sets of Horn's clauses. This fact partly explains the effectiveness of this new method, that we are experimentally verifying on the implementation we built at the Computer Science Department of the University of Milano.

The effectiveness of split resolution can be easily evaluated at propositional level where, whatever inference is chosen among the possible ones, the satisfiability of a clause set is reduced to that of one or (more rarely) two less complex sets (containing less literal occurrences). This characteristic depends on the fact that each propositional inference rule subsumes one or both of its premisses.

To give a first intuitive idea of split resolution, at least at propositional level, we start by showing its origin as a tableau specialization for clause refutation. Eventually we will consider the first order generalization of this method together with its formal proof of validity and completeness.

2 Propositional level

From the logical point of view clauses are disjunctions of literals, therefore the decomposition of disjunctions (rule "v") is the only tableau rule applicable to them (besides the rule to close branches). Nevertheless, since a clause is a literal set, it is better to modify the "v" rule in the sense of implicitly taking into account the disjunction associativity and commutativity. Moreover, to reduce the number of branches and therefore make a tableau smaller, it is useful to consider formulas in connection with other formulas containing complementary literals. For instance to refute $S^u(AvL, AvBv-L)$, where $A$ and $B$ are disjunctions of (possibly 0) literals, we might follow Fig.1a and therefore build the subtree $T_1$ independently from $T_2$. But the closure of the first branch (the bold one) assures the possibility to close the whole tableau. In fact $T_2$ can be replaced by an application of the excluded middle rule. This creates two branches the first of which can be closed by reusing $T_1$ and the other by simply applying the "-v" rule (see Fig.1b). So we can introduce the metarule $MR_1$ (see Fig.1c) which hangs the formula $AvB$ to a branch containing both $AvL$ and $AvBv-L$. $AvBv-L$ is underlined to mean that it can be ignored in the remaining part of the refutation, since it is subsumed by $AvB$. Of course this metarule is correct, because it corresponds to the application of the logical equivalence $(AvL)\land(AvBv-L)\leftrightarrow(AvL)\land(AvB)$. Note that the rule to close branches, traditionally represented by a cross under the branch leaf, is the particular case of $MR_1$ arising when $A$ and $B$ coincide with the empty clause.

$$MR_1: \text{collapse rule}$$

\[
\begin{array}{c}
S^u(AvL, AvBv-L) \\
AvBv-L
\end{array}
\]

\[
\begin{array}{c}
\text{Fig 1a} \\
\text{Fig 1b} \\
\text{Fig 1c}
\end{array}
\]

On the other side to refute an unsatisfiable set of the form $S^u(AvL, Bv-L)$, where $A$ and $B$ are disjunctions of one or more literals, it is convenient to define another metarule ($MR_2$) reducing the number of forks, as Fig 2 suggests.

$$MR_2: \text{fork rule}$$

\[
\begin{array}{c}
S^u(AvL, Bv-L) \\
S^u(AvL, Bv-L) \\
S^u(AvL, Bv-L)
\end{array}
\]

\[
\begin{array}{c}
\text{Fig 2}
\end{array}
\]

Also in this case the subtree $T_3$ might be independent from $T_1$ and $T_2$ but it is better to build it as an EM application reusing them, since they close the two branches in bold. Therefore, the metarule $MR_2$ forks a branch containing the formulas $\{AvL, Bv-L\}$ and hangs the nodes $\{A, L\}$ and $\{B, L\}$ each to a branch of the fork. The subsumption of the premisses (represented by the underlining) follows from the logical equivalence:
(A\lor L)\land (B\lor \neg L)\leftrightarrow (A\land \neg L)\lor (B\land L)$. Of course the signs of the different occurrences of the propositional letter $L$ can be interchanged without losing the validity of the rules and of the corresponding logical equivalences.

3 Validity and completeness at propositional level

The metarules we have just introduced (MR1, MR2) are valid, in the sense that they allow to close only tableaux with unsatisfiable root, but they are also complete i.e. sufficient to perform every propositional refutation. So they define a specialization of the classical tableau method to treat ground clauses, i.e. clauses without bound variables. Each metarule is valid because it only deduces a logical consequence from two premisses, according to the left to right reading of the logical equivalence associated to the metarule itself. Moreover the right to left reading of this equivalence justifies the subsumption of one (in case of MR1) or both (in case of MR2) premisses.

The completeness of these metarules is a trivial consequence of the decision procedure we sketch below for the satisfiability of finite sets. Because of the subsumption, each application of our two rules amounts to replacing the set $S$ of the formulas occurring along a branch with one or two sets $S'$ and $S''$ containing less "\lor" connectives and such that $S$ is unsatisfiable if and only if so are $S'$ and $S''$. Let be $n$ the number of occurrences of the "\lor" connective in the tableau root $S$. Hence we can construct (by arbitrarily applying our metarules to non yet subsumed clauses) a tableau of depth $2^n$ with no more than $2n/2$ branches (since MR2 reduces by 2 the number of connectives in both the generated branches) such that no metarule is applicable any more to any branch. If all branches of this tableau are closed then $S$ is unsatisfiable. Else each still open branch is satisfiable, since its non subsumed clauses only contain literals with no complement in other clauses (otherwise the metarules would be still applicable), and then they can be deleted from the branch without affecting its satisfiability. Therefore the satisfiability of the branch (coinciding with that of the set of its non subsumed clauses) reduces to that of the empty set, which is trivially satisfiable. But clearly the detection of a satisfiable branch is enough to prove that also $S$ is satisfiable.

Of course the limit of $2n/2$ for the number of the tableau branches is in practice exorbitant, since a branch is no more extended once a complementary pair is detected, and the fork rule can be used only when the collapse rule is not usable. Indeed our metarules provide very efficient tableaux where the fork rule is rarely used and hence in most cases a little more than $n$ inferences are enough to refute by split resolution every set containing $n$ occurrences of "\lor".

4 Lifting the propositional rules to the first order level

Now we have to solve the problem of generalizing the inference rules of propositional split resolution to deal also with clauses containing universally quantified variables. At propositional level the necessary and sufficient condition to apply a rule was the presence of two occurrences (with opposite sign) of the same literal in two distinct clauses. The corresponding condition for predicative level is weaker: to perform an inference we need two distinct clauses $C_1$ and $C_2$ (parent clauses) containing two literals $L_1$ and $\neg L_2$ (complementary literals) whose atoms are unifiable, i.e. have the same predicate symbol and are both reducible to the same atom by instantiating their universal variables.

Both propositional rules had the characteristic that all deduced clauses (consequences) were subclauses of at least one parent clause. But at predicative level each consequence has to be an instance of a subclause of at least one parent clause. A definition is in order before continuing:

DEFINITION: Given a clause $C$ and a substitution $\sigma$, $\sigma$ is a strict simplifier of $C$ iff $C\sigma=C$ and for each substitution $\theta$, $C\sigma\theta$ implies $C\theta\sigma C$. With simplifier of a clause $C$ we mean the empty substitution or a strict simplifier of $C$.

LEMMA: If $\sigma$ is a strict simplifier of the clause $C$ then $C$ can be split into two non empty subclauses $C_1$ and $C_2$ (i.e. $C=C_1\cup C_2$ and $C_1\cap C_2=\emptyset$) such that $C_2\sigma=C_2$, $C_1\sigma\subseteq C_2$ and $C_0=\sigma$ (easy to prove).

Thanks to the lemma the literals of $C_1$ are "superfluous" in the sense that they can be deleted from $C$ with no loss nor gain of information, because of the logical equivalence $C\equiv C_2$.

EXAMPLE: the substitution $\sigma=(x/g(y))$ is a simplifier of $C=(P(x)\vee P(x,g(y))\vee P(g(y))\vee Q(y))$, since $C\sigma=P(g(y))\vee P((g(y))\vee Q(y))\subseteq C$. Analogously the clause $C=(P(x,y,g(y))\vee P(x,f(x),g(w))$ has the simplifier $\sigma=(y/f(z),v/w)$, since $C\sigma=P(x,f(x),g(w))\subseteq C$. In both cases the logical equivalence between $C$ and $C\sigma$ is evident. On the contrary the clause $P(x)\vee P(f(x))$ has no strict simplifier: in fact $\forall xP(f(x))$ cannot be deduced from $\forall x P(f(x))$. 

}\end{document}
Now we show the first order rules (of course the signs of the literals \(L_1\) and \(L_2\) are interchangeable):

1. Let be \(A\lor L_1\) and \(B\lor L_2\) (more formally \(A\lor \{L_1\}\) and \(B\lor \{L_2\}\)) clauses with disjoint variables, where \(A\) and \(B\) are possibly empty subclauses, and the literals \(L_1\) and \(L_2\) unify for some most general unifier \(\theta\) (shortly m.g.u. \(\theta\)). We define the following inference rule (that will be called linear extension) where \(\sigma\) is a "simplifier" of \((A\lor B)\theta\) such that 

\[ \text{linear extension} \]

\[ \sigma \]

\[ \text{if } \theta \text{ is a most general unifier of } L_1 \text{ and } L_2 \text{ and there exists a simplifier } \sigma \text{ of } (A\lor B)\theta \text{ such that } (A\lor B)\theta \sigma \subseteq A\theta. \]

2) If \(A\lor L_1\) and \(B\lor L_2\) are clauses where \(L_1\) and \(L_2\) have a m.g.u. \(\theta\) and \(A\) and \(B\) are non-empty and the restrictions for the applicability of a linear extension are not satisfied, then the following fork rule is applicable, for any substitution \(\xi\) such that the literals \(L_1\theta\xi\) and \(L_2\theta\xi\) be ground.

\[ \text{fork rule} \]

\[ \sigma \]

\[ \text{if } \theta \text{ is a most general unifier of } L_1 \text{ and } L_2 \text{ and for any } \xi \text{ such that } L_1\theta\xi\text{ is ground, provided that there is no simplifier } \sigma \text{ of } (A\lor B)\theta \text{ such that } (A\lor B)\theta \sigma \subseteq A\theta. \]

The fork rule can be considered a metarule for the method of first order tableaux. In the next figure we replace it with a sequence of applications of traditional tableaux rules to the set \(\{A\lor L_1, B\lor L_2\}\):

\[ \text{S} \cup \{(A\lor L_1, B\lor L_2)\} \]

\[ \forall^* \]

\[ (B\lor L_2)\theta\xi \]

\[ \forall^* \]

\[ (A\lor L_1)\theta\xi \]

\[ \backslash \theta \xi \]

\[ L_1\theta\xi \]

\[ (A\theta\xi, \neg L_1\theta\xi) \]

\[ (B\theta\xi, L_1\theta\xi) \]

\[ \text{EM} \]

\[ \text{x} \]

\[ L_2\theta\xi \]

\[ \forall \]

\[ \backslash \theta \xi \]

\[ L_2\theta\xi \]

\[ T_1, T_2 \]

\[ \forall \]

\[ \text{The closure of the bold branches assures also that of the others, which then can be ignored. The symbol "}^*\text{" stands for the repeated application of the rule of variable instantiation until the effect of the substitution } \theta^* \text{ is got. The rightmost branch is closed because } \theta \text{ is a unifier of } L_1 \text{ and } L_2 \text{ while the substitution } \xi^* \text{ is required for two reasons: } \]

1) instantiating the variables shared by the literal \(L_1\theta\), which is equal to \(L_2\theta\) with the subclauses \(A\theta\) or \(B\theta\) in order to allow the two applications of the "\(\forall\)" rule;

2) instantiating those variables of \(L_1\theta\) that, although not present in \(A\theta\) nor in \(B\theta\), would make the formula \(\neg L_1\theta\), introduced by the excluded middle rule, incompatible with the definition of clause in that it would be the negation of a universal formula.

6 Considerations about the implementation

Split resolution, thanks to the fork rule, can always generate instances of subclauses of the parent clauses, even when the traditional resolution cannot. Although the fork rule is valid for each substitution \(\xi\) complying with the restriction of making ground the complementary literals, \(\xi\) must be chosen in a suitable way in order to close the refutation. But when the rule is applied, maybe it is not clear how to perform this choice, which is generally determined by the course of the following inferences. Nevertheless we will see that the introduction of "global variables" and the related extension of the unification algorithm will allow us to solve this problem by virtually advancing the determination of \(\xi\). This fact is illustrated in the following example that compares two refutations of the same set \(S\), which are made with traditional and respectively split resolution.

4 Strengthening the inference rules by means of a limited factorization

Even though the above inference rules for the predicative split resolution are sufficient to perform every refutation, it is useful to strengthen them by means of the factorization around the literals to be resolved. That is, given the parent clauses \(A\lor C_1\) and \(B\lor C_2\) where the subclauses \(C_1\) and \(C_2\) contain the complementary literals \(L_1\) and respectively \(-L_2\), if the set \(C_1\lor C_2\) is unifiable (defining \(^*\text{C}_2\) as the set of the literals of \(C_2\) changed in sign), instead of finding a m.g.u. \(\lambda\) of \(L_1\) and \(-L_2\) we compute a m.g.u. \(\theta\) of \(C_1\lor C_2\).

With this variation, the inference rules for first order logic assume the following form, where the symbols already introduced keep the same meaning as above:

\[ \text{linear extension} \]

\[ \tau \]

\[ \text{if } \theta \text{ is a most general unifier of } C_1\lor C_2 \text{ and there exists a simplifier } \sigma \text{ of } (A\lor B)\theta \text{ such that } (A\lor B)\theta \sigma \subseteq A\theta. \]

\[ \text{fork rule} \]

\[ \rho \]

\[ \text{if } \theta \text{ is a most general unifier of } C_1\lor C_2 \text{ and for any } \xi \text{ such that } C_1\theta\xi\text{ is ground, provided that there is no simplifier } \sigma \text{ of } (A\lor B)\theta \text{ such that } (A\lor B)\theta \sigma \subseteq A\theta. \]

This strengthening of the rules, although unnecessary in theory is useful in practice, since it allows to summarize more applications of the preceding weaker rules by means of one strong inference.
S = \{-A(x, h) \lor B(x, h), -C(x, h) \lor D(x, h), -A(x, h) \lor -B(x, y), \\
B(x, y) \lor -E(y, k) \lor F(k, y), -E(k, y) \lor F(k, y), -F(k, y) \lor -E(k, y) \lor F(k, y) \}

TRADITIONAL RESOLUTION

SPLIT

RESOLUTION

In the first inference of traditional resolution it is not necessary to instantiate the variable \( x \) because we create a new clause which is not subclause of any parent clause, while in split resolution it is necessary to instantiate at once the \( x \) with \( k \) to usefully apply the fork rule, even though at this point of the refutation it is difficult to foresee that the right value for \( x \) is just \( k \). To obviate this drawback it is useful to introduce a new syntactical category of terms which will be called temporary parameters and will be written with the capital version of the characters that are usually used for variables. In essence a temporary parameter represents an unknown term whose structure will be better specified in the continuation of the refutation, according to the need for unifying pairs of complementary literals. But, although it is used in two distinct branches of a split resolution, a temporary parameter represents a unique term in all the refutation. Therefore the assignment computed during the extension of a branch generated by an application of fork rule, must be compatible with the assignment computed in the other branch. In this sense a temporary parameter is a global variable. Hence, after closing the first branch of a fork in which a temporary parameter was introduced, it is necessary to keep track of the final structure attributed to the parameter so that this be consistently used in the second branch. Using the expedient of instantiating new temporary parameters the variables remaining in the complementary literals after their unification, the preceding refutation can be started as in the left side of the figure below (\( X \) is the new parameter replacing the variable \( x \)):

Now we note that, by giving to \( X \) the value \( k \), we can perform a linear extension on the pair of formulas \( \{-B(X, h), B(k, y) \lor E(k, y)\} \) and it is clear that the more suitable value for \( x \) had to be \( k \). Since no particular structure for \( X \) is yet required, we are allowed to suppose that \( X \) just coincides with \( k \) and we can substitute all the occurrences of \( X \) in the whole refutation with \( k \) (see right side of the preceding figure). Then we can complete the refutation by means of linear extensions as indicated in the first example.

In the example the final determination of the parameter \( X \) was made by the single ground substitution \( X/k \), but in general the structure of a temporary parameter might grow through a sequence of substitutions with terms containing other parameters. Therefore it would be an expensive operation to substitute, each time in the whole refutation, all the occurrences of a parameter with a term that might change again. So it is convenient to associate to each temporary parameter \( X \) an instantiation state that is a substitution \( X/t \), where \( t \) is a term built with function symbols, constants and other temporary parameters but without variables. When \( X \) is created, its state consists of the empty substitution that becomes \( X/t \) (for some term \( t \)) when a unification requires the value \( t \) for \( X \). Before comparing two literals we substitute the occurrences of each parameter with the term associated to it in its instantiation state, then we do the comparison by means of an extended unification algorithm, obtained from the classical one through the addition of the following rules, where \( X \) is a temporary parameter:

1) \( X \) unifies with each term \( t \) without variables (except when \( X \) is a proper subterm of \( t \)) through the substitution \( X/t \);
2) \( X \) unifies with any variable \( y \) through the substitution \( y/X \);
3) \( X \) unifies with any term \( t \) containing variables through the substitution \( \xi \cup \{X/t\} \), for each substitution \( \xi \) assigning new parameters to all the variables of \( t \).
For example X unifies with \( f(k, Z) \), where Z is a parameter, through the substitution \( X/f(k, Z) \) and X unifies with \( f(k, y, Z) \) through \( \{ y/Y, X/f(k, Y, Z) \} \) providing that Y is a new parameter.

The need for the substitution \( \xi \) of the point 3, stems from the fact that X represents a single term still unknown throughout the branches of the refutation and therefore X cannot be substituted by a term containing variables that, for their universal meaning, might undergo many incompatible substitutions even inside a single branch. After each unification involving rules 1 or 3, the instantiation state of the parameter X is updated with the state \( X/\xi \) or respectively \( X/\xi' \), while no state update is required if the unification is based on rule 2 only.

It is worth-while to note that the recourse to temporary parameters is in practice rare, especially if we use the strategy to perform forks only when linear extensions are not possible and, in such case, we give the preference to the forks in which the unifier makes the complementary literals ground. Therefore the increased complexity of the unification algorithm, required by split resolution in presence of temporary parameters, is in practice negligible and surely balanced by the corresponding advantage of eliminating the production of long clauses, which is on the contrary an unavoidable drawback in traditional resolution.

7 Validity and completeness at first order level

Let us prove that each finite unsatisfiable set of quantified clauses is refutable by split resolution. We will use the already proved completeness of this method for the propositional logic and the second Herbrand's theorem. But at first it is necessary to give some definitions that are not used in the domain of traditional resolution.

**DEFINITION:** Given two clauses A and B, A is stronger than B (A>B) if and only if there exists a substitution \( \theta \) such that \( A\theta \subseteq B \). Clearly if A>B then B is a logical consequence of A. This relation extends in natural way to sets, that is, given two clause sets S and S', S is stronger than S' (S>S') if and only if for each clause C\( \subseteq S \) there exists C\( \subseteq S' \) such that C>C\( \theta \).

**EXAMPLE:** \( P(f(x, y), g(v)) \rightarrow P(f(k), g(k)) \) through the substitution \( \theta = \{ x/k, y/g(k), z/f(k), v/k \} \); \( P(x) \rightarrow P(f(k)) \lor Q \) for \( \theta = \{ x/f(k) \} \).

**DEFINITION:** The literal set C\( _1 \) is superfluous in the clause \( C=C\( _1 \lor C\( _2 \) \) if and only if there exists a simplifier \( \sigma \) such that \( C\sigma = C\( _2 \) \) and \( C\sigma \subseteq C\( _2 \) \).

**DEFINITION:** The expression "\( \neg C \)" denotes the complement of the clause C that is the clause obtained by changing in sign the literals of C. Moreover two clauses C\( _1 \) and C\( _2 \) are called complementary if there is a substitution \( \theta \) that unifies the set C\( _1 \lor C\( _2 \) \).

**DEFINITION:** The complexity of a finite set S' of ground clauses, denoted by \( ||S'|| \), is the total number of occurrences of the logical connective "\( \lor \)" in the clauses of S'.

We will suppose to perform, in case of need, a factorization around the resolved literals that is, once selected two parent clauses C\( _1 \) and C\( _2 \) and two complementary literals L\( _1 \) of C\( _1 \lor C\( _2 \) \) and \( \neg L\( _2 \) \) of C\( _2 \lor C\( _1 \) \), where C\( _1 \lor C\( _2 \) \) are complementary clauses, we will suppose to compute the m.g.u. \( \theta \) of \( C\theta \lor C\theta' \), instead of a simple m.g.u. of L\( _1 \) and L\( _2 \). Of course all the following discussion remains valid if we interchange the signs of the resolved literals L\( _1 \) and \( \neg L\( _2 \) \).

Then let be S a quantified clause set with no variable shared by distinct clauses and S' a finite unsatisfiable set of ground clauses such that S>S'. If \( ||S'|| = 0 \), that is if the complexity of S' is null, then S' contains the empty clause (\( \Box \) ) or contains a pair of complementary unit clauses \( [L], [-L] \). If \( \Box \subseteq S \) then \( \Box \subseteq S' \) because S>S' and the unique clause having an instance that is also subset of \( \Box \) is the empty clause itself. If on the contrary (\( [L], [-L] \)) \subseteq S' and \( \Box \subseteq S \) (else S is trivially refutable) then being S>S' there exists a pair of non empty clauses \( [C\( _1 \lor C\( _2 \) \) \subseteq S \) such that C\( _1 \lor C\( _2 \) \) and C\( _1 \lor C\( _2 \) \) and therefore for the definition of the relation "\( \lor \)" there exist two substitutions \( \lambda \) and \( \lambda' \) such that \( C\theta \lambda \subseteq C\theta \lambda' \lor C\theta \lambda' \lor C\theta \lambda \) and therefore C\( _1 \lor C\( _2 \). By applying the rule of linear extension to the factors C\( _1 \theta \lambda \) and C\( _2 \theta \lambda' \) of C\( _1 \) and C\( _2 \), we obtain the empty clause, because these factors are complementary unit clauses.

With this the property P(0) is proved, being the predicate P defined as in the following formula, where S stands for a quantified clause set and S' for a finite set of ground clauses:

\[ P(n) = V S \forall S'( ||S'|| = n \land S \lor S' \land \neg S' \text{ unsatisfiable } \rightarrow S \text{ refutable by split resolution}) \]
Reasoning by complete induction on the complexity of the ground unsatisfiable set, let's assume that the property P holds for all natural numbers less than \( n \), and let us prove it for \( n \).

Then let \( S' \) be a finite set of ground clauses such that \( ||S'||=n \), \( S>>S' \) and \( S' \) is unsatisfiable. For the completeness of split resolution at propositional level \( S' \) is refutable with such method and there are two possible cases in the first inference:

1) The first inference in the refutation of \( S' \) is a linear extension with parent clauses \( A\vee B \) and conclusion \( A\vee B \), which makes useless the re-use of the weaker formulation \( A\vee B \). It is logically split by resolution, but having complexity \( n \), and hence for the inductive hypothesis \( C\subseteq D \) and \( C\subseteq D \) is a superfluous literal, therefore \( C\subseteq D \).

Substituting on the contrary that \( C\subseteq D \), \( C\subseteq D \), let \( \delta \) be a m.u. of \( C_1\cup C_2 \). The substitution \( \delta \) exists because \( C_1\subseteq C_2 \subseteq \{L\} \) and moreover \( \delta \) can be written as \( \delta=\sigma \) for some substitution \( \sigma \). Let \( R \) the clause \( (A_1\vee A_2\vee B_2)\delta \) and be \( C \) the result of eliminating \( R \) from \( \delta \) the superfluous literals, therefore \( C\subseteq R \). Now it is better to distinguish two subcases according to the relation between \( C \) and the parent clauses \( C_1 \) and \( C_2 \):

1.a) If \( C\subseteq A_1 \) or \( C\subseteq (A_2\vee B_2)\delta \) the linear extension can be applied also in the predicative refutation obtaining as result \( C \). Obviously \( C\subseteq (A_1\delta = A_1 \subseteq A \) or \( C\subseteq (A_2\vee B_2)\delta\subseteq A \subseteq A \) and \( C\subseteq A \) or \( C\subseteq A \) that is in each case \( C\subseteq A \).

Substituting so the refutation of \( S \) is reduced to that of \( S \cup \{C\} \), which is stronger than \( S' \), having complexity \( n \), and hence for the inductive hypothesis \( S\subseteq (C) \) is refutable through split resolution. But this means that also \( S \) is refutable because \( C \) is obtained from \( S \) through the above described application of the linear extension rule, which is logically valid. The situation is sketched in the following figure where the inference used at ground

![Inference 1](image1)

2) Let us suppose the first step of the refutation of \( S' \) is a fork from the pair of clauses \( (A\vee L, B\vee L)\subseteq S', \) as sketched in the left hand side of the figure below. By means of this inference rule the refutation of \( S' \) is reduced to the equivalent problem of proving the unsatisfiability of the sets \( S_1=S\setminus (A\vee L,B\vee L) \cup \{L,L\} \) and \( S_2=S\setminus (A\vee L,B\vee L) \cup \{B,L\} \).

In fact \( S' \) is unsatisfiable if and only if so are also the sets \( S_1 \) and \( S_2 \).
Since $S\gg S'$, there exist in $S$ two clauses $C_1$ and $C_2$ such that $C_1\gg A\lor L$ and $C_2\gg B\lor L$. Therefore $C_1=X_1\lor C_1$ and $C_2=X_2\lor C_2$ and these relations also hold: $A\gg A$, $B\gg B$, $C_1\gg [L]$ and $C_2\gg [L]$. If at least one of the subclauses $C_1$ and $C_2$ coincides with the empty clause, then $C_1\gg A$ or $C_2\gg B$ and therefore $S\gg S'(A\lor L)\cup (A)$ or $S\gg S'(B\lor L)\cup (B)$. Obviously these two sets are unsatisfiable, because they are obtained from $S'$ by throwing away a formula and adding a stronger one that allows to deduce the other. Therefore in each case $S$ is stronger than a refutable ground set having complexity $\leq n$ and then, for the inductive hypothesis, $S$ is refutable by split resolution.

Thus, let us suppose the conditions $C_1\neq \emptyset$ and $C_2\neq \emptyset$ hold in the remaining part of the proof. For the definition of "$\gg$" and the fact that $C_1$ and $C_2$ have no common variables, we can state that there exists a substitution $\lambda$ such that $C_1\lambda=C_2\lambda=L$, $A_1\lambda\subseteq A$ and $B_2\lambda\subseteq B$. Let $R=(A_1\lor B_2)\lambda$, where $\lambda$ is a m.g.u. of $C_1\cap C_2$ ($\lambda$ exists because $C_1\cap C_2$ has the unifier $\lambda$) and let $C$ be the subclause of $R$ obtained by deleting the superfluous literals in $R$. Now we have to distinguish two subcases:

2.a) $C\subseteq A_1\theta$ or $C\subseteq B_2\theta$ and the predicative refutation of $S$ begins with a linear extension having the conclusion $C$ (see the right hand side of the following figure, on which left hand side we sketch the corresponding inference performed in the refutation of $S'$).

$$
\frac{A\lor L}{A_1\lor C_1\lor C_2} \quad \frac{B\lor L}{B_2\lor C_2}
$$

Being $\theta$ more general than $\lambda$, there exists a substitution $\sigma$ such that $\lambda=\theta\circ\sigma$. Therefore $C\subseteq A_1\theta\circ\sigma$ or $C\subseteq B_2\theta\circ\sigma$ and consequently $C\gg A$ or $C\gg B$. Moreover, since $S'$ is refutable and contains the formulas $A\lor L$ and $B\lor L$, all the more reason for the sets $S\setminus(A\lor L)\cup (A)$ and $S\setminus(B\lor L)\cup (B)$ being refutable. In fact they both have complexity $\leq n$ and then, for the inductive hypothesis, the set $S\cup (C)$, which is stronger of at least one of them, is refutable by split resolution. But $C$ is a logical consequence of $S$ and then also $S$ is refutable.

2.b) If $C$ is not a subset of any of the formulas $A\theta$ and $B\theta$ also the refutation of $S$ starts with a fork on condition to apply, to the parent clauses $C_1$ and $C_2$, a substitution making ground and unitary their subclauses $C_1\theta$ and $C_2\theta$. For this purpose the m.g.u. $\theta$ of $C_1\theta\cup C_2\theta$ is not necessarily sufficient but, since the substitution $\lambda$ is a unifier of $C_1\theta\cup C_2\theta\cup (L)$, there exists a m.g.u. $\xi$ (of the latter literal set) that meets the goal. Since $\xi$ is more general than $\lambda$ but less general than $\theta$ there exist two substitutions $\xi$ and $\chi$ such that $\lambda=\theta\circ\xi$ and $\theta=\xi\circ\chi$. Moreover $\xi=\theta\circ\chi$. The determination of $\xi$ is made by using new temporary parameters that are assigned to the variables remaining in $C_1\theta$. The values of these parameters are specified in the continuation of the refutation according to the requirements of the next unifications, according to the algorithm of split resolution. Then the predicative refutation of $S$ starts with the fork rule that is sketched in the following figure on the right hand side of the inference starting the refutation of $S'$.

$$
\frac{A\lor L}{A_1\lor C_1\lor C_2} \quad \frac{B\lor L}{B_2\lor C_2}
$$

The continuation of the refutation of $S$ consists in proving the unsatisfiability of the two sets $S_1=S\cup (A_1\theta\xi_2\circ C_2\theta_2)$ and $S_2=S\cup (C_1\theta\xi_2\circ B_2\theta_2)$. Being $C_1\theta\xi_2\circ (L)$, $C_2\theta_2\circ (L)$ and moreover $A_1\theta\xi_2\circ A_2\xi_2\subseteq A$ and $B_2\theta_2\circ C_2\theta_2\subseteq B$, then $A_1\theta\circ C_2\theta_2\circ A_2\theta$ and $B_2\theta_2\circ C_2\theta_2\circ B$. Obviously $C_1\theta\xi_2\circ (L)$ and $C_2\theta_2\circ (L)$ are elements of $S'$, then we can conclude that, for the inductive hypothesis, $S_1$ and $S_2$ are refutable by split resolution and consequently also $S$ is refutable by such method.

No we have proved $\forall nP(n)$ that is, each quantified clause set $S$ stronger than a finite unsatisfiable set $S'$ of ground clauses, can be refuted by split resolution. For the second Herbrand's theorem, each finite unsatisfiable clause set has a finite unsatisfiable set of ground instances. Moreover, for each instance $C'$ of a clause $C$, the relation $C\gg C'$ holds. Then we can conclude that each finite unsatisfiable clause set is refutable through split resolution.
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Abstract

We give an algebraic formalization of SLD-trees and their abstractions (observables). We can state and prove in the framework several useful theorems (lifting, AND-compositionality, correctness and full abstraction of the denotations, equivalent top-down and bottom-up constructions) about semantic properties of various observables. Observables are represented by Galois co-insertions and can be used to model abstract interpretation. The constructions and the theorems are inherited by all the observables which can be formalized in the framework. The power of the framework is shown by reconstructing some known examples (answer constraints, call patterns and ground dependencies call patterns).

1 Introduction

SLD-trees are structures used to describe the operational semantics of logic programs. From an SLD-tree we can derive several operational properties which are useful for reasoning about programs. Examples are SLD-derivations, resultants, call patterns, partial answers, computed answers. All these properties, that we call observables, can be obtained as abstractions of the SLD-tree. Let for example T be an SLD-tree with initial goal go. Then, an SLD-derivation is any path of T; a resultant is the formula \( g_n \rightarrow g_o \), if \( g_n \) and \( g_o \) are the goal and the substitution associated to any node \( n \) in \( T \); a call pattern is any atom selected in \( T \); a partial answer is the substitution associated to any node \( n \) in \( T \) (restricted to \( g_o \)) while a computed answer is the substitution associated to any node \( n \), such that \( g_o \) is the empty clause.

The behavior of a program \( p \) (via selection rule \( r \)) with respect to a given observable can be understood by observing the corresponding properties for all possible goals. We know from recent results on the semantics [11, 15, 2] that we can characterize this behavior just by observing the property for some specific atomic goals, namely the "most general" atomic goals. This result was first obtained for computed answers in the S-semantics framework [9, 10] and then proved for other less abstract observables, such as resultants, call patterns and partial answers in [11, 15]. The behaviors for most general atomic goals can then be considered a program denotation. In [15] this approach is used to define a semantic framework, where one can

denote denotations modeling various observables, by inheriting from the framework basic constructions and theorems. Some of the denotations enjoy additional properties, such as full abstraction. The technical tool used to define the abstractions is the definition of suitable equivalence relations. We approach here the same problem with a different emphasis and a different technical tool. Our main objective is in fact the formalization of the observable, while our abstractions will be based on abstract interpretation techniques [8]. This will allow us to model, within the same framework, an approximation which is involved in the abstractions used for program analysis. A similar approach can be found in [18].

Our main results are the definition of an algebraic framework for reasoning about SLD-trees and their abstractions (observables) in the case of Constraint Logic Programs. The framework is provided with several general theorems (lifting, AND-compositionality, correctness and full abstraction, equivalent top-down and bottom-up constructions), which are valid for any abstraction, possibly in a weaker form in the case of abstract interpretation (T-observables). We give the reconstruction of several existing constructions to show the expressive power of the framework.

The paper is organized as follows. Section 2 characterizes the general theory in the case of SLD-trees. Section 3 formalizes the main class of observables, i.e. the T-observables for which all the general results are valid. Finally section 4 considers the T-observables, where the results are weaker yet meaningful from the abstract interpretation theory viewpoint. All the proofs can be found in [6].

For a comprehensive description of the semantics of (positive) logic programs see [11]. \( \Sigma, \Pi \) and \( V \) denote a set of function symbols, a set of predicate symbols and a denumerable set of variables respectively. The term algebra over \( \Sigma \) and \( V \) is denoted by \( \text{Term} \). Tuples of variables and terms are sometimes denoted by \( \tilde{\varepsilon}, \tilde{y}, \ldots \) and \( \tilde{t}, \tilde{z}, \ldots \). \( a \) denotes \( x_1, \ldots, x_n \). \( \delta \) denotes a (possibly empty) conjunction of atoms \( b_1, \ldots, b_n \) and \( \bar{b}, \bar{\delta} \) denotes the conjunction \( b_1, \ldots, b_m, \bar{b}_1, \ldots, \bar{b}_n \). We denote by \( \bar{t} \) both the tuple and the set of corresponding syntactic objects. \( \text{Atom} \) denotes the set of atoms of the form \( q(t) \) where \( q \in \Pi \) and \( t \in \text{Term} \).

For a comprehensive description of abstract interpretation see [8]. For a comprehensive description of term systems, closed semirings and constraints systems see [17].

2 The basic framework

When we want to formalize program execution we must take into account, in addition to the inference rules which specify how derivations are made, the properties we observe in a computation (observables). In the following we give a rigorous definition of observable in terms of SLD-trees. We consider a version of CLP, where any goal (A-goal) contains all the information on the derivation. Namely, in addition to the constraint to and to the conjunction of atoms, it contains a sequence of clauses (the sequence of clauses used to derive it). Let \( A \) be a semi-distributive constraint system (based on the term system \( T \)). An A-goal is a formula \( c \in \text{CLP} \cdot b_1, \ldots, b_n \cdot ks \) with \( n \geq 0 \), where \( c \) is an A-constraint, \( b_1, \ldots, b_n \) is a sequence of \( (T, \Pi) \)-atoms, and \( ks \) is a sequence of clauses of \( K_A \) (the set of CLP(A) clauses). \( G_A \) is the set of A-goals and
We can define on the set of resultants the following partial order:

\[ \text{R} \]

of notation for representing sets of derivations, more compact. We define the computation process. The function

\( \text{w}(p) \) is the set of programs, i.e., \( \mathcal{P}(K_A) \). A selection rule \( r \) is a function \( r : G_A \times G_A \to \text{Res}^A \) such that \( r(c \sqcup b, \ldots, b, k s) \in \{1, \ldots, n\} \). Given a standard goal \( c \sqcup b \), its \( A \)-goal version is \( g = c \sqcup b \). When clear from the context, we drop the \( A \) prefix or index.

We must redefine the concepts of resolvent and derivation to take into account the additional information contained in goals.

Definition 2.1 (resolvent) Let \( p \) be a logic program, \( g = c \sqcup a_1, \ldots, a_n \circ k s \) be a goal and \( k = h := c \sqcup b_1, \ldots, b_m \) be a clause. A resolvent of \( g \) and \( k \) (with selected atom \( a_j \) is the goal \( g' = c \sqcup a_i \circ k s \) such that \( \text{if the constraint } c \sqcup a_i \circ k s \) is satisfiable.

The function \( q : \text{Atom} \times \text{Atom} \to A \) is defined as \( q(s_1, \ldots, s_m) = s_1 \circ s_2 \circ \cdots \circ s_m \) if \( g = r \) and \( n = m \), otherwise.

Definition 2.2 (SLD-derivation) An SLD-derivation of \( g \) in \( p \) via \( r \) is a maximal sequence of goals \( g_0, g_1, \ldots, g_n \) such that \( g = g_0 \) and, for each \( i, g_i = c \sqcup b_0 \circ k s_i \). An SLD-derivation of \( g \) from \( g \) and \( \circ k s \) denotes the refutation of \( g \) and \( c \) is the computed answer constraint.

Definition 2.3 (SLD-tree) The SLD-tree of \( g \) in \( p \) via \( r \) is the prefix tree built from all the SLD-derivations of \( g \) in \( p \) via \( r \).

An SLD-tree of a goal \( g \) and a program \( p \) via a selection rule \( r \) is a compact notation for representing a set of derivations of \( g \) and \( p \) via \( r \). The set of SLD-trees (denoted by \( \mathcal{ST}^{\psi A} \)) is ordered by tree inclusion. This partial order formalizes the evolution of the computation process.

2.1 The domain of SLD-trees

SLD-trees are technically hard to handle. Therefore we will introduce another type of notation for representing sets of derivations, which is suitable for our needs and is more compact. We can consider the results, first introduced by [22] in the theory of partial evaluation, and later used in [1] to discuss the correctness of SLD-resolution.

Definition 2.4 (resultant) Let \( g_0, g_1, \ldots, g_n \) be a derivation of \( g_0 \) in \( p \) via \( r \). A resultant (of level \( i \)), is the expression \( g_0 \to g_i \). \( \text{Res}^A \) is the set of all the resultants of \( g \) in \( p \) via \( r \).

We can define on the set of resultants the following partial order: \( g \to c \sqcup b \circ k s \leq g \to c \sqcup b' \circ k s' \) if \( ks \leq ks' \), where clause sequences are ordered "lexicographically".

Definition 2.5 (well-formed) A set \( A \) of resultants is well-formed if \( p, p' \in A \) implies \( \forall p' \leq p, p' \in A \).

It is easy to see that a well-formed set of resultants contains all the information of an SLD-tree, because we can identify each resultant with a node of the tree and vice versa. Thus the set of all the well-formed resultants of \( g \) and \( p \) via \( r \), \( \text{Res}^A \) has the following property.

Proposition 2.6 If \( \text{Res}^A \) is isomorphic to \( \mathcal{ST}^{\psi A} \).

We can define the domain of all the well-formed sets of resultants \( R = \cup_{p \in \text{Res}^A} \text{Res}^A \). We have now an alternative representation of SLD-trees. Since we are interested in all the SLD-trees of a program \( p \), we define \( \mathcal{W}(p) : P \to R \) as \( \mathcal{W}(p) = \cup_{s \in \text{Res}^A} \text{Res}^A \).

The set \( R \) inherits the set inclusion partial ordering from \( \mathcal{ST}^{\psi A} \). It is easy to prove that

Proposition 2.7 \( (R, \subseteq) \) is a complete lattice.

1.2 The observables

The aim of this paper is to define a precise notion of observable. Roughly speaking, we want to express an observable as an abstraction function defined from \( R \) into a suitable domain of observable properties.

An observable property domain is a set of properties of the derivation with an ordering relation which can be viewed as an approximation structure. An observation consists in looking at an SLD-tree, and then extracting some property (abstraction). Therefore the observable is a function from \( \mathcal{ST}^{\psi A} \) to a suitable property domain \( D \), which preserves the approximation structure. Such a function must be a Galois connection between \( \mathcal{ST}^{\psi A} \) and \( D \). Because of proposition 2.6 we can give the following definition.

Definition 2.8 (observable) Let \( R \) be the domain of SLD-trees and \( D \) be an observable domain. \( \alpha : R \to D \) is an observable when there exists \( \gamma \) s.t. \( \alpha \circ \beta = \alpha \circ \beta \).

We denote by the same symbol an observable and the Galois connection it can be extended to.

A choice of the observable \( \alpha \) induces an observational equivalence \( =_\alpha \) on programs. Namely \( p_1 = p_2 \) iff \( p_1 \) and \( p_2 \) are observationally indistinguishable according to \( \alpha \), i.e. \( \alpha \) iff the observable properties of \( p_1 \) are exactly those of \( p_2 \). Namely \( p_1 = p_2 \iff \alpha(W(p_1)) = \alpha(W(p_2)) \).

Example 2.9 If \( \xi \) denotes computed answer constraints we can take \( D = (\mathcal{P}(C \times A), \subseteq) \) as property domain and extend to a connection the function \( \xi : R \to D \), \( \xi(A) = \{(g, c) \mid g \to c \circ k s \in A \} \). It is easy to see that \( p_1 = p_2 \) iff for any goal \( g \), \( g \) has the same answer constraints in \( p_1 \) and in \( p_2 \).

Let us now define what it means for "an observable \( \alpha \) to be stronger than another observable \( \alpha' \)". The intuition is that \( p_1 = p_2 \) should imply \( p_1 = p_2 \) (i.e., \( =_\alpha \) is finer than \( =_{\alpha'} \)). It is easy to see that this means that all the objects of the weak observable can be expressed by the stronger, by preserving all the properties of the former. This in turn means that there exists a Galois connection between the domains of the observables. If \( (f_0, f_1) : A \to B, (g_0, g_1) : A \to C \) are co-insertions,
then \((\forall x, y \in A . f_o(x) = f_o(y) \Rightarrow g_o(x) = g_o(y))\) iff \((\exists h : B \rightarrow C . \text{co-insertion} \, s.t. \, g = h \circ f)\). This result allows us to understand the following

Definition 2.10 (observables approximation) An observable \(\alpha : R \rightarrow D\) approximates \(\alpha' : R \rightarrow D'\) if there exists a co-insertion \(\beta : D \rightarrow D'\) s.t. \(\alpha' = \beta \circ \alpha\).

We can define an ordering on observables, using closure of Galois co-insertion composition, simply by defining \(\alpha \leq \alpha'\) if \(\alpha'\) approximates \(\alpha\).

Lemma 2.11 Let \((O, \preceq)\) be the set of observables ordered by approximation. \((O, \preceq)\) is a complete lattice.

2.3 Semantic properties of SLD-trees

The goal we want to achieve is to develop a denotation modeling SLD-trees. We follow the approach in [14, 2], by first defining a “syntactic” semantic domain \((\pi-interpretation)\). Our modeling of SLD-trees is essentially the basic denotation defined in terms of clauses in [11, 15], extended to handle constraint systems in the style of [17, 19, 20]. In the following for the sake of simplicity we consider the PROLOG leftmost selection rule (denoted by \(lm\)). All our results can be generalized to local selection rules [23].

Let us consider the equivalence relation of variance extended to resultants \(\equiv\).

Definition 2.12 (\(\pi\)-interpretation) A \(\pi\)-interpretation \(I\) is an element of \(R/I\). We denote by \(\mathcal{R}\) the set of \(\pi\)-interpretations (that is \(R = R/I\)).

Lemma 2.13 \((\mathcal{R}, \preceq)\) is a complete lattice.

A denotation of the program characterizing its SLD-trees computed by using the rule \(lm\) might be the set of the SLD-trees for all the possible goals modulo variance, i.e. \(W^m(p)\). Because of the \(\text{AND-compositionality theorem 2.16}\) below, this set can be obtained from the top-down SLD-trees denotation, which is the set of SLD-trees for the most general atomic goals.

Definition 2.14 (top-down SLD-trees denotation \(O\)) Let \(p\) be a program. The top-down SLD-trees denotation of \(p\) according to \(lm\) is the \(\pi\)-interpretation \(O(p) = \{ (q(\bar{z}) \rightsquigarrow c \circ b \circ ks) \mid q \in \Pi_n, \bar{z} \in V^n \} \).

It is easy to see that \(O(p)\) is well-formed. Now we prove that this denotation fully characterizes all the SLD-trees of \(p\). This is obtained by first proving a lifting lemma which relates the SLD-trees of an atomic goal to the SLD-trees of the corresponding most general atomic goal. The second step, i.e. the \(\text{AND-compositional theorem},\) relates the SLD-trees of a conjunctive goal to the SLD-trees of the atomic goals.

Lemma 2.15 (lifting) Let \(p\) be a program, \(g = c_g \circ q_1(\bar{z}_1), \ldots , q_n(\bar{z}_n) \circ k_s\) be a goal and \(g' = 1 \circ q_1(\bar{z}_1), \ldots , q_n(\bar{z}_n) \circ k_s\) be its lifted version with \(\bar{z}_1, \ldots , \bar{z}_n\) containing fresh distinct variables. Then \(g \rightsquigarrow c \circ b \circ ks\) if and only if \(g' \rightsquigarrow c_g \circ b \circ ks\), \(c = \exists (c_g \circ \bar{z}_1 = \bar{f}_1 \circ \ldots \circ \bar{z}_n = \bar{f}_n \circ c_g)_{i,j} \) and \(b = b_g \circ v_k\), where \(v_k = \{ \bar{z}_1 / \bar{f}_1, \ldots , \bar{z}_n / \bar{f}_n \} \).

Theorem 2.16 (\(\text{AND-compositionality}\)) Let \(g = c_2 \circ q_1(\bar{z}_1), \ldots , q_n(\bar{z}_n) \circ k_s\) be a goal and \(p\) be a program. Then \(g \rightsquigarrow c \circ b \circ ks\) if and only if \(g \rightsquigarrow c_g \circ b \circ ks\), \(c = \exists (c_2 \circ \bar{z}_1 = \bar{f}_1 \circ \ldots \circ \bar{z}_n = \bar{f}_n \circ c_2)_{i,j} \) and \(b = b_g \circ v_k\), where \(v_k = \{ \bar{z}_1 / \bar{f}_1, \ldots , \bar{z}_n / \bar{f}_n \} \).

The above closure property allows us to show that the semantics \(O(p)\) is correct and fully abstract for the identical observable.

Corollary 2.17 (correctness and full abstraction) Let \(p_1, p_2\) be two programs. Then \(p_1 =_{id} p_2 \iff O(p_1) = O(p_2)\).

The restriction to local rules plays a fundamental role in the definition of the bottom-up denotation. By using local rules we are able to reconstitute “from the bottom” a derivation, because the local rule chooses only among the atoms introduced in the last derivation step and then “forgets” about the previous steps, which, in a bottom-up construction, are not available yet. The following definition specifies an immediate consequences operator for the \(lm\) case.

Definition 2.18 (immediate consequences operator \(T_p\)) Let \(I\) be a \(\pi\)-interpretation, \(p\) be a program. The immediate consequences operator of \(p\) via \(lm\) \(T_p : R \rightarrow R\) is:

\[
T_p(I) = \{ (q(\bar{z}) \rightsquigarrow c \circ b \circ ks) \mid k_s = [k] \circ k_s' \circ \ldots \circ k_s' \circ k_s, \quad k = (q(\bar{z}) \rightsquigarrow c \circ b \circ ks), \quad b = b_g \circ v_k, \quad v_k = \{ \bar{z}_1 / \bar{f}_1, \ldots , \bar{z}_{m} / \bar{f}_{m} \} \}
\]

Lemma 2.19 \(T_p : R \rightarrow R\) is continuous on \(R\).

Definition 2.20 (fixpoint denotation \(F\)) Let \(p\) be a program. The fixpoint denotation of \(p\) according to \(lm\) is the \(\pi\)-interpretation \(F(p) = T_p I\).

The following theorem states the equivalence between the top-down and the bottom-up constructions, and shows that \(F(p)\) is also correct and fully-abstract w.r.t. the identity observable.

Theorem 2.21 Let \(p\) be a program. Then \(F(p) = O(p)\).

2.4 An algebraic formalization of SLD-trees semantic properties

The properties we found for \(O\) and \(F\) allow us to claim that we have a good denotation modeling SLD-trees. Our goal however is to find the same results for the denotations modeling more abstract observables. We want then to develop a theory according to which the semantic properties of SLD-trees shown in subsection 2.3 are inherited by the denotations which model abstractions of the SLD-trees.
In order to define the denotation as a function of the observable, we need a mathematical formalization where one can model the abstraction process and specify properties which have to be shared by the constructions associated to the various abstractions. The first interesting property is the lifting one, which can be modeled only if we can instantiate variables in the derivation by means of constraints. Then we can define an operation \( c \cdot A \) which adds a constraint to a denotation:

\[
c \cdot A = \{ c \otimes (\hat{c}' \otimes b' \otimes k'_{s'} \land c' \otimes b' \otimes k' \land c' \otimes b' \otimes k' \} = \{ c \otimes (\hat{c}' \otimes b' \otimes k'_{s'}) \}
\]

This operation is related to \( \otimes \) by the following property: \( \forall u \in \mathcal{R} \) and \( c_1, c_2 \in A \),

\[
(c_1 \otimes c_2) \cdot v = c_1 \cdot (c_2 \cdot v).
\]

The next relevant property is AND-compositionality. We assume that there exists an operation \( \land \), defined over the set of denotations, which computes the AND-composition of two denotations. In the case of SLD-trees denotations, the properties of \( x \) are shown by the following equation.

\[
A \times B = \{ (c_1 \otimes c_2) \cdot b_1 \otimes k_1 \land c_2 \otimes b_2 \otimes k_2 \mid c_1 \land c_2 \otimes b_1 \otimes k_1 \land \in A, \ c_2 \cdot b_2 \otimes k_2 \land \in B \}.
\]

\( x \) (is clearly) related to the operation \( \otimes \) defined over A, to the conjunction of atom sequences and to the AND-compositionality property of theorem 2.16.

Another essential feature that we want to preserve is the SLD-trees branching structure. The operation which puts together two denotations nondeterministically is the union of well-formed sets of resultants. By using an algebraic notation, for each pair \( A, B \) of well-formed sets of resultants we write \( A + B = AUB \). It is straightforward to realize that \( + \) is well defined over \( \mathcal{R} \). The operation \( + \) is related to the operation \( \otimes \) defined over the constraint system \( A \) by the properties: \( (c_1 \oplus c_2) \cdot v = c_1 \cdot v + c_2 \cdot v \) and \( c(v_1 + v_2) = c_1 \cdot v_1 + c_2 \cdot v_2 \). In analogy to what happens in \( A \) for \( \otimes \) and \( \oplus \), the product \( x \) is (left and right) distributive w.r.t. +, i.e. \( v_1 \cdot (v_2 + v_3) = v_1 \cdot v_2 + v_1 \cdot v_3 \). This property shows that the answers of conjunctive goals are all the compositions of the answers of the conjuncts.

The last issue we must be concerned with is that all the properties must hold "modulo variance". This property is usually modeled by renamings. Therefore we define a "renaming operation" \( \triangledown \) on the objects of the domain. \( \triangledown \) commutes with + and \( \times \) and is defined as a family of renamings \( \triangledown \theta \) depending on the \( \theta \).

In order to state the usual properties of renamings, \( \triangledown \theta \circ \triangledown \psi = \triangledown \psi \circ \triangledown \theta \) must hold. Furthermore \( \triangledown \theta \) must be an extension of the renaming operation \( \theta \) of the constraint system \( A \), on which the domain is defined. For each well-formed set \( A \) we define

\[
\triangledown \theta (A) = \{ \delta_1 (b' \otimes k's) \land \delta_2 (b' \otimes k's) \mid c \otimes b' \otimes k's \land \in A \}.
\]

Definition 2.22 (renaming operator) Let \( (\Theta, \circ, \text{id}) \) be the group of renamings. A renaming operator \( \triangledown \) on \( D \) is an injective groups homomorphism \( (\Theta, \circ, \text{id}) \rightarrow (D \rightarrow (D, \circ, \text{id}) \rightarrow D) \) for each \( c \in A \), \( v \in D \) and \( \theta \in \Theta \).

A renaming operator induces a "variance" relation \( =_{\varphi} \). Namely \( x =_{\varphi} y \iff \exists \theta : \triangledown \theta (x) = y \). Note that the above renaming operator on \( R \) induces exactly the variance relation **, i.e. \( x =_{\varphi} y \iff x = y \).

We will appreciate the power of the above algebraic construction in the following section where the operations +, \( \times \) and \( \triangledown \) will play a relevant role in the definition of abstract denotations. Right now the formalization allows us to give an alternative and formulation of theorem 2.16. First of all note that \( g \sim c \otimes b \otimes k \iff g \sim c \otimes b \otimes k \in W^m(p) \), where \( W^m(p) = W^m(p) /= \). Theorem 2.16 is equivalent to \( (v \in W^m(p) /=) \) and only if \( \forall \delta \in A, e_1, \ldots, e_n \in D(p) \) s.t. \( v = c \cdot (e_1 \times \ldots \times e_n) \). Moreover, by defining an AND closure operator on \( R \) as

\[
\chi(x) = \min \{ x \in \mathcal{R} \mid x \leq y \}
\]

we can restate theorem 2.16 as \( W^m = \chi_{R} \circ O \).

8 The abstraction framework

We consider two classes of observables, namely \( S \)-observables and \( I \)-observables. The \( S \)-observables (Semantic observables) are observables for which all the structural properties of SLD-trees are preserved. The corresponding denotations provide a correct and complete characterization of the (abstract) program behavior. We show how we can reconstruct within the framework some existing semantics, such as the answer constraint semantics [13] and the call patterns semantics [15, 16], thus obtaining all the relevant theorems simply by specializing the theorems which are valid in the framework.

The \( I \)-observables (abstract Interpretation observables) are meant to capture the abstractions involved in abstract interpretation, where approximation is the rule of the game. Theorems valid for \( I \)-observables are therefore weaker and denotations provide characterizations of semantic properties which are correct in the sense of abstract interpretation theory. We show how we can reconstruct the abstract semantics defined in [12], which allows us to derive groundness relations among the arguments of procedure calls.

8.1 An algebraic formalization of observables: the \( S \)-observables

We consider observable domains which should have properties analogous to those of \( R \). We want to be able to observe computations of conjunctive goals from the single conjunctions computations. Moreover we do not want to loose the non-deterministic structure and the independence of the results upon renaming. We enforce all these properties by using an \( S \)-domain.

Definition 3.1 (\( S \)-domain) A nonempty set \( D \) is an \( S \)-domain on a constraint system \( A (\otimes, \oplus, 0) \), and is denoted by \( (D, +, \times, \triangledown) \), if there exist two operations +, \( \times \) on \( D \), a renaming \( \triangledown \) (on \( D \)), and two elements \( 0, 1 \) in \( D \) s.t. \( (D, +, \times, 0, 1) \) is a closed semiring. Moreover for each \( c \in A \) and \( v \in D \) there exist an element \( c \cdot v \in D \) s.t.

\[
\begin{align*}
1) & \quad c \cdot (v_1 + v_2) = c \cdot v_1 + c \cdot v_2, \\
2) & \quad (c_1 \circ c_2) \cdot v = c_1 \cdot v + c_2 \cdot v, \\
3) & \quad 0 \cdot v = 0.
\end{align*}
\]
Furthermore for each $\vartheta_1, \vartheta_2 \in \Theta$, there exists $\vartheta \in \Theta$ s.t.

1. $\nabla_{\vartheta_1} v_1 \times \nabla_{\vartheta_2} v_2 = \nabla_{\vartheta} (v_1 \times v_2)$.
2. $\nabla_{\vartheta_1} v_1 + \nabla_{\vartheta_2} v_2 = \nabla_{\vartheta} (v_1 + v_2)$.

Note that the set $R$ of SLD-trees of section 2.1 is an $S$-domain.

We can define, for each $S$-domain $D$, a canonical ordering as follows: $v_1 \leq v_2$ if $v_1 + v_2 = v_2$. It is easy to see, by using proposition 2.7, that $(D, \leq)$ is a complete lattice.

Example 3.2 The set $D = \mathcal{P}(G \times A)$ (the domain of $\xi : R \rightarrow D$ of example 2.9) is an $S$-domain. In fact $c \in A = \{(c \circ \varnothing, b), (c \circ s) \mid (c \circ s) \in A, c \circ s > 0\}$ and $\forall \alpha \in X \times Y \rightarrow \alpha \in X \times Y$.

where in case of conflict variables are renamed. The sum operation is set union, while the renaming operation is the usual renaming of $CLP$, i.e. $\nabla_{\vartheta}(A) = \{(\nabla_{\vartheta}(c) \circ \varnothing, b), (\nabla_{\vartheta}(s) \circ s) \mid (\nabla_{\vartheta}(s) \circ s) \in A, (\nabla_{\vartheta}(s), s) \in A\}$.

We want now to define a notion of (forgetful) morphism between $S$-domains.

Definition 3.3 (S-morphism) A morphism between $S$-domains (S-morphism), $\alpha : D' \rightarrow D$ is a surjective application $\alpha : |D| \rightarrow |D|$, s.t. $\forall x, y \in D$, $c \in A, \vartheta \in \Theta$

1. $\alpha (x + y) = \alpha (x) + \alpha (y)$, $\alpha (0) = 0$, $\alpha (c \cdot x) = c \cdot \alpha (x)$,
2. $\alpha (x \cdot y) = \alpha (x) \cdot \alpha (y)$, $\alpha (1) = 1$, $\alpha (\nabla_{\vartheta}(x)) = \nabla_{\vartheta}(\alpha (x))$.

Example 3.4 The observable $\xi$ of example 2.9 is an $S$-morphism.

Additivity and surjectivity allow the morphism to associate the right observation in $D$ to any concrete object in $D$. This is because $S$-morphisms are Galois co-insertions with respect to the canonical orderings.

Proposition 3.5 Let $D, D'$ be $S$-domains. If there exists an $S$-morphism $\alpha : D(+) \rightarrow D(\alpha)$, then there exists a mapping $\gamma : |D| \rightarrow |D|$ such that $\alpha (x) = \gamma (x)$.

Definition 3.6 (S-observable) Let $D(+) \rightarrow \bar{D}(\bar{\alpha})$ be an $S$-domain. A morphism $\alpha : R(+) \rightarrow D(\bar{\alpha})$ is an $S$-observable and we call it $S$-observable. $O_\alpha$ denotes the set of $S$-observables.

Lemma 3.7 If the $S$-morphism $\alpha : R \rightarrow D$ approximates $\alpha' : R \rightarrow D'$ then there exists an $S$-morphism $\beta : D \rightarrow D'$ s.t $\beta = \alpha \circ \alpha$.

As was the case for observables, we can order $O_\alpha$ by approximation.

Proposition 3.8 $(O_\alpha, \leq)$ is a complete sublattice of $(O, \leq)$.

6.2 Semantic properties of $S$-observables

$S$-observables are strongly related to semantic domains. The operations $+, \times$ of $R(+, \times, \leq)$ are similar to those of $\mathcal{R}$ defined in subsection 2.3 (that we still denote by $+, \times$).

We can map an $S$-domain $D$ in a semantic domain $\mathcal{D} = D(\alpha)$ by using the canonical equivalence induced by $\nabla : [\vartheta] : D \rightarrow \mathcal{D}$, $[\vartheta] = [\vartheta]_{\vartheta} = \vartheta$. We have that $[\vartheta]_{\vartheta} = \vartheta$. We can define, for each $\vartheta \in \vartheta$, $\mathcal{D}$ simply by defining $\forall \gamma \in \gamma \mathcal{D} = \gamma \mathcal{D}$ and $\mathcal{D} = \mathcal{D}$.

These properties can be generalized to each $S$-domain $D(+, \times, \leq)$ of all the semantic domains. We will still call the structure $D(\alpha)$ a semantic domain, and denote by $\mathcal{D}$ the set of all the semantic domains.

Each morphism $\alpha : R \rightarrow D$ can be transformed into a "semantic domains morphism" (that we still denote by $\alpha$) from $R$ to the semantic domain $\mathcal{D} = D(\alpha)$. We only need to set $\alpha ([\alpha]_{\vartheta}) = ([\alpha]_{\vartheta})$. This morphism is well defined thanks to axiom 3.3 in definition 3.3 which states compatibility between $\alpha$ and $\vartheta$. Thus we have a syntactic abstraction which preserves the interesting semantic properties of $R$.

Now we shall show how the algebraic construction can be used to easily derive interesting properties.

Lemma 3.9 Let $\alpha : D \rightarrow D'$ and $\chi_D, \chi_D'$ be the closure operators of $D, D'$ respectively. Then $\chi_D' = \chi_D \circ \alpha$.

We can then define the $\alpha$-top-down denotation $O_\alpha(p)$ of a program $p$ as $\alpha (O_\alpha(p))$.

Lemma 3.10 Let $\alpha : R \rightarrow D$ and $\chi_D$ be the $\alpha$-top-down denotation of $D$. Then $\chi_D = \chi_D \circ O_\alpha$.

Theorem 3.11 (abstract AND-compositionality) Let $p$ be a program, $\alpha : R(+, \times) \rightarrow \bar{D}(\bar{\alpha})$ be an $S$-observable. Then $\bar{\bar{\alpha}} \in \chi_D(p) \iff \exists \varepsilon \in A, \varepsilon_1, \ldots, \varepsilon_n \in O_\alpha(p)$ s.t. $\varepsilon = \varepsilon = \{\varepsilon_1 \times \ldots \times \varepsilon_n\}$.

Corollary 3.12 (correctness and full abstraction) Let $p_1, p_2$ be programs and $\alpha : R \rightarrow D$ be an $S$-observable. Then $p_1 = p_2 \iff O_\alpha(p_1) = O_\alpha(p_2)$.

Theorem 3.13 (compatibility between $\alpha$ and $T_p$) $\alpha$ is compatible with $T_p$ if $T_p \circ \alpha = \alpha \circ T_p$. Theorem 3.14 (bottom-up vs top-down) Let $p$ be a program and $\alpha$ be an $S$-observable. Then $O_\alpha(p) = F(p)$. Moreover if $\alpha$ is compatible with $T_p$ then $O_\alpha(p) = F(p)$. 


Some remarks about the above results are necessary. The top-down abstract denotation, which is defined simply as the abstraction of the top-down denotation, is exactly the same properties of the top-down SLD-trees denotation, namely AND-compositionality, correctness and full abstraction. The bottom-up abstract denotation is in general less precise. The loss of precision is due to the fact that the abstract immediate consequences operator \( T_{p,a} \) is obtained by specializing the general immediate consequences operator \( T_p \) (\( T_{p,a} = \alpha \circ T_p \circ \gamma \)). It is exactly this specialization which may sometimes result in a loss of precision. However, if the observable \( \alpha \) is compatible with \( T_p \), the two constructions are equivalent. It is worth noting that most reasonable observables are indeed compatible with \( T_p \) (see the examples below).

A similar relation between the top-down and bottom-up constructions was already noted for abstractions of the answer constraint in [17, 19, 20]. In that framework the equivalence was guaranteed in the case of distributive constraint systems. In such cases, our compatibility condition is always satisfied.

Let us finally note that, when the two constructions are equivalent, the bottom-up one is indeed more efficient, since abstraction is used at every step of the fixpoint construction, thus deriving only the minimal amount of information about the SLD-trees which is needed to characterize the observable property. The top-down construction, on the contrary, is always forced to build complete SLD-trees which have later to be abstracted to get the observation.

**Example 3.15** We show now how to reconstruct the CLP version of the S-semantics [9, 10]. We have already shown in example 3.4 that \( \xi \) is an S-observable. We can then apply theorem 3.11 and the definition of resultant, to obtain the following denotation:

\[
W^\xi(p) = \{(g, c) \mid g \leadsto c \circ \cdot \cdot \cdot k \}
\]

\[
O_\xi(p) = \{(q(z), c) \mid q(z) \leadsto c \circ \cdot \cdot \cdot k \}
\]

Note that \( W^\xi(p) \) contains all the answer constraints of \( p \), while \( O_\xi(p) \) is exactly the CLP version of the top-down denotation of the S-semantics [13]. Corollary 3.12 tells us that \( O_\xi \) is correct and fully abstract w.r.t. answer constraints. Moreover theorem 3.11 tells us that answer constraints for any goal can be derived from the answer constraints of the most general atomic goals. For the bottom-up case, by applying the construction, we obtain

\[
T_p\xi(X) = \{(g(z), c) \mid \exists q(t) \cdots c_p \circ q(t) \circ c_1 \cdots c_n \in p, \quad (g(z), c) \in X, \quad c = z = f \circ c_1 \circ \cdots f_n \circ c_n \}
\]

Moreover \( \xi \circ T_p = T_p \circ \xi \). Hence \( T_p \) is compatible with \( \xi \) and, because of theorem 3.14, \( O_\xi = F_\xi \). This result shows the power of the same result, using classical methods [13], needs much more effort.

**Example 3.16** The call patterns of a program \( p \) for a goal \( g \) and a selection rule \( r \) are the atoms selected in any SLD-derivation of \( g \) in \( p \) via \( r \). We define the S-domain \( CP_A \) made of objects of the form \( (g, c \circ a) \), where \( g \) is a goal and \( c \circ a \) is an atom. The interpretation is "the execution of the goal \( g \) generates a procedure call \( a \) with state (constraint) \( c \)." The operations can be defined as follows: \( A + B = A \cup B \),

\[
c \cdot A = \{ ((c \circ c', c) \circ a) \mid (c \circ a) \in A, \quad c \circ c' > 0 \}
\]

\[
a \cdot B = \{ (g, c \circ a) \mid (g, c \circ a) \in A \} \cup \{ (g', c \circ a') \mid (g, c) \in A, \quad (g', c) \in B \}
\]

\[
\Psi_d(A) = \{ (q(c) \circ b, q(c') \circ a) \mid (c \circ b, c' \circ a) \in A \}
\]

The abstraction which allows us to obtain the call patterns is

\[
\eta(A) = \{ (g, c \circ a) \mid g \leadsto c \circ a \}
\]

By using the definition of resultant, we have that \( W^\eta(p) = \{(g, c \circ a) \mid g \leadsto c \circ a, b \circ k \}
\) which is exactly the set of all the call patterns of \( p \). The top-down denotation \( \xi(p) \) is defined simply \( \xi(p) = \{(q(z), c \circ a) \mid q(z) \leadsto c \circ a, b \circ k \}\)

Since \( T_p \) is compatible with \( \eta, \xi(p) = O_\eta(p) \). \( \xi(p) \) is then correct and fully abstract w.r.t. \( \eta = \xi \). We obtained the call pattern semantics defined in [16, 11, 15].

### 3.8 Other observables

For a generic observable \( \alpha : R \rightarrow D \), the previous theorems state that if \( \alpha \) is not an \( S \)-observable then we cannot have a correct and fully abstract denotation which is AND-compositional, because in such a case \( D \) should have the structure of an \( S \)-domain, thus contradicting the hypothesis. Instead we can have a correct AND-compositional denotation which is minimal w.r.t. the information content. In analogy to what we did in the case of observables, we can consider the set \( \mathcal{S} \) of AND-compositional denotations \( S : P \rightarrow D \) with \( D \in \mathcal{S} \). We can partially order \( \mathcal{S} \) by approximation.

**Definition 3.17** (denotation approximation) A denotation \( S : P \rightarrow D \in \mathcal{S} \) approximates \( S' : P \rightarrow D' \) if there exists a \( \alpha \in \mathcal{S} \) s.t.

\[
\alpha = \mathcal{S} \circ S'
\]

**Lemma 3.18** Let \( \mathcal{S} \leq \mathcal{S}' \) if \( \mathcal{S}' \) approximates \( \mathcal{S} \). \( \mathcal{S} \leq \mathcal{S}' \) is a complete lattice.

Note that every denotation which approximates another denotation which is correct w.r.t. an observable is still correct w.r.t. the same observable.

Since \( \mathcal{S} \) is a complete lattice, we have that \( \exists \beta \in \mathcal{S} \mid \beta \leq \alpha \) has a minimum \( \alpha' \). Hence we can find a denotation (correct and fully abstract for \( \alpha' \)) which models correctly \( \alpha \) and is minimal.

**Theorem 3.19** (the denotation) For each observable \( \alpha \) there exists a minimal AND-compositional denotation correct w.r.t. \( \alpha \) which is approximated by all the other AND-compositional correct denotations.
4 Abstract interpretation

One more motivation for our algebraic construction can be found in abstract interpretation. The essence of abstract interpretation is to give a non-standard interpretation to the language. In the CLP case, as shown in [5, 17], we only need to give a non-standard interpretation to constraints (and terms).

In general a constraint system is an interpretation (in a semi-closed semi-ring) for constraint formulas. According to the approach of [19, 17, 20] constraint systems are related by means of constraint system semi-morphisms. The program interpretation process is expressed in terms of a set of algebraic operators which model how data objects are collected during the computation. An abstract interpretation for a given CLP(\(A\)) program is the semantics of an abstract program in CLP(\(A'\)) where \(A'\) is a suitable constraint system correct w.r.t. \(A\).

In our framework, abstract interpretation can be viewed as the composition of a constraint system semi-morphism (the abstraction of the domain interpretation) and of an \(S\)-observable, which chooses an adequate abstraction of SLD-trees. The construction is based on semi-morphisms on constraint systems. A constraint system semi-morphism \(\mu : A \rightarrow A'\) can be extended to an \(S\)-domain semi-morphism \(\mu^D : D_A \rightarrow D_{A'}\) in a natural way.

**Definition 4.1 (\(S\)-semi-morphism)** Let \(D_A, D'_A\) be \(S\)-domains, with \(A'\) correct w.r.t. \(A\). An \(S\)-semi-morphism \(\alpha : D_A \rightarrow D'_A\), based on the constraint system \(\mu : A \rightarrow A'\), is the composition of \(\mu^D\) and an \(S\)-morphism \(\alpha : D_A \rightarrow D'_A\), i.e. \(\alpha^D = \alpha \circ \mu^D\).

**Proposition 4.2** Let \(D_A, D'_A\) be \(S\)-domains, with \(A'\) correct w.r.t. \(A\). If there exists an \(S\)-semi-morphism \(\alpha : D_A \rightarrow D'_A\), then there exists a mapping \(\gamma : [D_A] \rightarrow [D'_A]\) such that \((\alpha, \gamma)\) is a Galois co-insertion of \((D_A, \leq)\) onto \((D'_A, \leq)\).

Since \(S\)-semi-morphisms from \(R\) are strongly related to abstract interpretation, we will call them \(I\)-observable. Let \(O_I\) denote the set of \(I\)-observables. \(O_I\) can be ordered by approximation, as it was the case for \(O_A\).

**Proposition 4.3** \((O_I, \leq)\) is a complete sub lattice of \((O, \leq)\). Moreover \((O_A, \leq)\) is a complete sub lattice of \((O_I, \leq)\).

The following discussion on the abstract denotations relies on the notion of "abstracting the program". The idea is to replace the constraints (defined on the constraint system \(A\)) in the original program with their abstract version (defined on a constraint system \(A'\) correct w.r.t. \(A\)), thus obtaining a CLP program on a different constraint system. If \(\mu : A \rightarrow A'\) is the semi-morphism which formalizes the (correct) constraint system abstraction we denote by \(\mu^P : P_A \rightarrow P_{A'}\) the homomorphism obtained by extending \(\mu\) to programs in the natural way, i.e. by applying \(\mu\) to the constraints and terms occurring in the program. The abstract denotation of \(p\) is simply the denotation \(O(\mu^P(p))\) of the abstract program \(\mu^P(p)\). When clear from the context we denote \(\mu^P\) by \(\mu\). The following theorem generalizes a result in [17] and states that the semantics of the "abstract program" is a safe approximation of the abstraction of the semantics of the program.

**Theorem 4.4 (abstract program)** Let \(\mu : A \rightarrow A'\) be a constraint system semi-morphism. Then \(\mu^P(O(p)) \leq O(\mu(p))\).

Since an \(I\)-observable on the constraint system \(A\) is obtained by an \(S\)-observable on the constraint system \(A'\) we expect the semantics construction to be almost the same for the abstract interpretation case. Obviously the theorems are weaker, because of the lack of precision of the denotations.

**Definition 4.5 (abstract denotations)** The ideal top-down denotation of an \(I\)-observable \(\alpha : R_A \rightarrow D_A\) is \(O_{\alpha}(p) = \alpha(p)(O(p))\), while the abstract top-down denotation is \(O_{\alpha}(\mu(p)) = \alpha(\mu(p))\). The ideal immediate consequences operator is \(T_{\alpha}\) and the abstract immediate consequences operator is \(T_{\alpha}(\mu(p)) = \alpha(\mu(p))\). The ideal bottom-up denotation is \(F_{\alpha}(p) = T_{\alpha} \circ \gamma\), while the abstract bottom-up denotation is \(F_{\alpha}(\mu(p)) = T_{\alpha}(\mu(p))\).

The following theorem relates different abstract interpretation mechanisms, i.e. the bottom-up execution of the abstract program \(F_{\alpha}(\mu(p))\), the abstract top-down execution of the abstract program \(O_{\alpha}(\mu(p))\), the abstraction of the top-down concrete execution \(O_{\alpha}(p)\) and the (specialized) bottom-up execution of the concrete program \(F_{\alpha}(p)\). As one could expect, the ideal top-down denotation is (safely) approximated by all the other denotations. \(F_{\alpha}(\mu(p))\) is the least precise and, in the case of compatibility, we have the usual equivalence between top-down and bottom-up executions. This is shown by the following theorem.

**Theorem 4.6** Let \(p\) be a program, \(\alpha : R_A \rightarrow D_A\) be an \(I\)-observable. Then \(F_{\alpha}(\mu(p)) \geq O_{\alpha}(\mu(p))\). Moreover if \(\alpha\) is compatible with \(T_{\alpha}(\mu(p))\), then \(F_{\alpha}(\mu(p)) = O_{\alpha}(\mu(p))\).

The next theorem shows that \(AND\)-compositionality holds in the denotation based on the abstract program.

**Theorem 4.7 (\(AND\)-semi-compositionality)** Let \(p\) be a program, \(\alpha : R_A \rightarrow D_A\) an \(I\)-observable. Then

\[v' \in W_{\alpha}(\mu(p)) \iff \exists \delta' \in A', e_1', \ldots, e_n' \in O_{\alpha}(\mu(p))\text{ s.t. } v' = \delta' \cdot (e_1' \bar{x} \ldots e_n' \bar{x})\]

\[v' \in W_{\alpha}(\mu(p)) \iff \exists \delta' \in A', e_1', \ldots, e_n' \in O_{\alpha}(\mu(p))\text{ s.t. } v' = \delta' \cdot (e_1' \bar{x} \ldots e_n' \bar{x})\]

**Example 4.8** Let \(A_N\) be the Herbrand constraint system. We show how to reconstruct the ground dependency analysis for call patterns described in [12]. The abstract domain of computation is \(Prop\) (7), consisting of propositional formulas which are a concise representation of abstract substitutions which describe ground dependency relations among arguments of a procedure call.

\(Prop\) can be formalized as a constraint system. Take a term system morphism \(\mu\) which maps each term onto its set of free variables (the empty set for ground terms). \(A_{prop}\) is the algebra of possibly existentially quantified disjunctions of formulas \(\left(Prop, \land, \lor, \text{true, false, } \exists, \partial, \Lambda(t) \rightarrow \Lambda(t')\right)\), where each \(t\) belongs to \(V^n\) (for some \(n\)) and \(\Lambda(t) = e_1 \land \ldots \land e_n\) for \(t = (e_1, \ldots, e_n)\) (\(\Lambda(\emptyset) = \text{true}\)).
We can define a constraint system semi-morphism \( \mu : A_H \rightarrow A_{prop} \) as

\[
\begin{align*}
\mu(c) &= \begin{cases} 
\text{false} & \text{if } c = 0 \\
\Lambda(\text{var}(c)) & \text{if } c \text{ is a simple constraint}
\end{cases} \\
\mu(c_1 \land c_2) & \text{if } c = c_1 \square c_2 \\
\mu(c_1 \lor c_2) & \text{if } c = c_1 \circ c_2
\end{align*}
\]

and extend it to well-formed sets of resultants as

\[
\begin{align*}
\mu^R(A) &= (\mu(c) \square \mu(\tilde{t}_1)), \ldots, \mu(\tilde{t}_m) \square k s \iff \mu(c') \square \mu(\tilde{t}_1)), \ldots, \mu(\tilde{t}_m) \square k s \iff c' \square \mu(\tilde{t}_1)), \ldots, \mu(\tilde{t}_m) \square k s \in A \}
\end{align*}
\]

Since the call pattern observable \( \eta \) of example 3.16 was defined for any constraint system \( A \), we can compose it with \( \mu^R \), \( \eta : R_A \rightarrow CP_{prop} \):

\[
\begin{align*}
\eta_c(A) &= (\eta \circ \mu^R)(A) = \left\{ (q, c \square q(\tilde{t})) \mid g \rightarrow c \square q(\tilde{t}), q = \mu(c), \tilde{t} = \mu(\tilde{t}) \right\}
\end{align*}
\]

and obtain an abstract interpretation in \( \text{Prop} \). The ground dependencies call pattern denotation are

\[
\begin{align*}
O_n(p) &= \left\{ (q(\tilde{t}), c_p \square q(\tilde{t})) \mid 1 \square q(\tilde{t}) \iff c \square q(\tilde{t}), c_p = \mu(c), \tilde{t} = \mu(\tilde{t}) \right\}
\end{align*}
\]

and

\[
\begin{align*}
O_m(p) &= \left\{ (q(\tilde{t}), c \square a) \mid 1 \square q(\tilde{t}) \iff c \square a, b \square k \in A^R(A) \right\}
\end{align*}
\]

and

\[
\begin{align*}
T_p(\eta_p)(X) &= \left\{ (q(\tilde{t}), c \square q(\tilde{t})) \mid 3 q(\tilde{t}) \iff c \square q(\tilde{t}), q_0 \in p, q_0 = \mu(c), \tilde{t}_0 = \mu(\tilde{t}) \right\}
\end{align*}
\]

and

\[
\begin{align*}
T_p(\eta_p)(X) &= \left\{ (q(\tilde{t}), c \square a) \mid 3 q(\tilde{t}) \iff c \square a, b \square k \in X \right\}
\end{align*}
\]

Since \( T_p(\eta_p) \) is compatible with \( \eta, F_\alpha(p) = O_n(p) \). \( O_m(p) \), which is a goal independent denotation computable either top-down or bottom-up, is the semantics obtained in [12] and, through a magic set like transformation, in [4].

5 Conclusions

We have defined an algebraic framework which allows us to prove several properties of concrete and abstract SLD-trees. The framework provides: a) a denotation consisting of all the SLD-trees obtained from most general atomic goals, with an alternative fixpoint construction; b) a set of important theorems (lifting, AND-compositionality) which show that the denotation characterizes the SLD-trees for any goal; c) a mechanism (S-observable) for abstracting the semantics, which guarantees that the general theorems do hold for any abstraction and always leads to the best (correct and fully abstract) denotation; d) a mechanism (1-observable) to model abstraction approximation, which guarantees that a weaker form of the general theorems is valid and provides the semantic basis for abstract interpretation.

We have not considered yet two issues that could be discussed within the framework. The first one is related to \( OR\)-compositionality [3], which is a relevant property we want to be able to reason about programs in a modular way. SLD-trees are \( OR\)-compositional. However, the abstraction process can destroy this property. For example, two of the abstractions that we have considered, namely computed answers constraints and call patterns, are not \( OR\)-compositional. The theory should be extended with a characterization of \( OR\)-compositional observables. For non-\( OR\)-compositional observables there should be a result similar to the one of theorem 3.19.

The second issue is related to the selection rule. The current results apply to the local selection rules, even if we have considered the leftmost selection rule only. The property that could be analyzed within the framework is the independence from the selection rule. SLD-trees do depend on the selection rule. However, more abstract observables, such as answer constraints, are independent from the selection rule. A second relevant extension of the framework might be the definition of conditions which guarantee that the abstractions are independent from the selection rule.
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Abstract

The language $L_\lambda$ is a subset of $\lambda$Prolog [14] which is based on a
restricted $\beta$-rule, in order to simplify the unification problem. Like $\lambda$
Prolog, $L_\lambda$ supports a notion of modularity and it presents higher-order
features.

In this paper we propose a fixpoint semantics for $L_\lambda$ which cap-
tures the notion of computed answer substitution, in the style of the
S-semantics [3]. The purpose is to give a simple description of the mean-
ing of a goal in terms of a specific interpretation, which should be a
structure as elementary as possible (in [3] it is a simply set of atoms).
The main difficulty here is to cope with the notion of module. The truth
of a goal in a specific program will depend not only on the program, but
also on the module in which the goal will be executed. The solution we
propose is to define an interpretation to be a tuple of sets, each of them
being associated to a particular module specified in the program.

1 Introduction

The language $\lambda$Prolog [14] is a very rich extension of Prolog which provides
higher-order programming, metaprogramming, modules, abstract data types
and other useful abstractions.

Despite of embodying all these features, the language is simple and ele-
egant, because it is based on the powerful and concise formalism of $\lambda$-calculus.
Furthermore $\lambda$Prolog supports unification, therefore it provides the possibility
to solve queries.
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